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Who am I?



Who am I?

- | work with:
- Dr. Salvador Soto (Cognitive Neuroscience)
- Dr. Miguel Angel Vadillo (Meta Science)
- Freelance Data Scientist for the Pharma Industry

- Engineer / Statistics / Neuroscience
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Responsible Science Consumers



Consuming science

What's the main way of consuming science?

- Journal Articles

When you read a paper, how do you know if there is evidence for their
claims?

+ It is complex
+ Let start with Null Hypothesis Testing

5/74



Null Hypothesis Significance
Testing



The example

| have invented a way of measuring the IQ, that ranges from -50 to 50.
| want to test if the average 1Q of people in the UB is higher than 0.

| consider you a representative sample of the UB population and | run a test
on each of you, and get the individual 1Qs.

| test if the average of those 1Qs is higher than O.
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Null Hypothesis Significance Testing

After this test two things can happen:

Not significant. Accept the Null Hypothesis. The average 1Q is not higher
than O.

- Significant. Reject the Null Hypothesis. Accept the alternative the average
IQ is higher than O.
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Null Hypothesis Significance Testing

HYPOTHESIS TESTING
QUTCOMES
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- o: Probability of False Positive
- Given that the IQ is not higher than 0 and a 5%. If | run the IQ test

many times 5 out of times my test will indicate the 1Q is higher than 0.

+ B: Probability of False Negative

- Given that the IQ is higher than 0 and B 5%. If | run the IQ test many

times 5 out of times my test will indicate the IQ is not higher than O
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How are o and 3 established?

Oversimplified!

They depend on three things:

- Sample size
- Effect size

- o or B must be fixed
- Usually a is the one fixed (in many fields is .05)

Probability of rejecting HO if H1 is true Power=1-
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More in the application
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How are o and 3 established?

Power as a function of o
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How are o and 3 established?

Power as a function of N and Effect Size

1.0- ° .

=
[¢"}
o
—
w2
—
N
a

S o ~
=

e L«
—

bbb dtd

)

0.0-
0 250 500 750 1000

o =.05

13/74



Some questions
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- For an Effect Size of .2, how many samples should | gather to have approximately a Type Il error
rate of .25?

- If I look after an effect that it is bigger should my Power increase or decrease?
- If I now accept a Type | error rate of .005, what should | do to maintain my power?

- If the effect size of my treatment is .3, and | gather 250 samples, how often will | find a
significant effect?

- If the Null Hypothesis is true, how often will | reject it if my o is .25
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Some questions

- For an Effect Size of .2, how many samples should | gather to have approximately a Type Il error
rate of .25?

- If I look after an effect that it is bigger should my Power increase or decrease?
- If I now accept a Type | error rate of .005, what should | do to maintain my power?

- If the effect size of my treatment is .3, and | gather 250 samples, how often will | find a
significant effect?

- If the Null Hypothesis is true, how often will | reject it if my o is .25
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Some more questions

- Would you run an experiment looking for an effect size of .2 with a
sample size of 40 (a=.05)? Why? Why not?

+ Well that is what many researchers do!

16/74



- Why not gather a googleplex (10A100) samples and then we are done!
- Money

- Time
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By now:

Understand NHST
- Accept an alternative hypothesis, or retaining the null
Understand the relation a | Power | Effect size | Sample Size
- Tests are not infallible and errors must occur
- We have control (more or less) over those error rates

Infinite samples are not possible.

18/74



Before advancing

Should | believe an article if they tested their theory using NHST?

-+ Should | discard a theory because they did not find a significant effect and
therefore retained HO?

- Should | believe a theory because they found a significant effect and
therefore discarded HO?
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Problems we should be aware of
when consuming Science



Google <

New study shows| Q,

new study shows Eliminar
derramientas
new study shows vaping causes cancer
new study shows breathing air is linked to staying alive
new study shows how autism can be measured through a non-verbal marker
new study shows psychology
new study shows health
new study shows cats
new study shows spike in violent incidents in ontario's elementary schools
new study shows possible link between environmental mercury and autism

new study shows chipotle N e e
Lienuncar preqicoiones inadecuans

Mas informacicn
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Thousands of articles

Number of publications per year since 1950

I
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23/74



Problems

- Why are there so many studies demonstrating so many strange things...?
Do researchers lie?

- Are these studies false?
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Let's take our time machine
Back to 1962!

Things I Have Learned (So Far)

Jacob Cohen New York University

Playing with this new toy (and with a small grant
from the National Institute of Mental Health) I did what
came to be called a meta-analysis of the articles in the
1960 volume of the Journal of Abnormal and Social Psy- |
chology (Cohen, 1962). 1 found, among other things, that |
using the nondirectional .05 criterion, the median power |
to detect a medium effect was .46—a rather abysmal re- |
sult. Of course, investigators could not have known how

e T T e S e S

We shouldn't be finding a lot of significant results. .. Righ_f?
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Back to 1989!

i lleti Copyright 1989 by the American Psycl ical Association, Inc.
Bﬂ%f%jf; botin o 316 opyrigh Mk'g';ls-zsommoo.n

Do Studies of Statistical Power Have an Effect on the Power of Studies?

Peter Sedlmeier and Gerd Gigerenzer
University of Konstanz, Federal Republic of Germany

The long-term impact of studies of statistical power is investigated using J. Cohen’s (1962) pioneering
work as an example. We argue that the impact is nil; the power of studies in the same journal that
Cohen reviewed (now the Journal of Abnormal Psychology) has not increased over the past 24 years.
In 1960 the median power (i.e., the probability that a significant result will be obtained if there is a
true effect) was .46 for a medium size effect, whereas in 1984 it was only .37. The decline of power
is a result of alpha-adjusted procedures. Low power seems to go unnoticed: only 2 out of 64 experi-
ments mentioned power, and it was never estimated. Nonsignificance was generally interpreted as
confirmation of the null hypothesis (if this was the research hypothesis), although the median power
was as low as .25 in these cases. We discuss reasons for the ongoing neglect of power.

IR o } il - -

ALhnceinl ncd Caninl Dasinhinlasms a aniemhar Af mAamer analueae T tha ANauminn Dasasenn thanes smaoae 1 _hatal ie Aafhnad ae

Ok! Message received!

Why is people not aware of this! Journals should be flooded with negative
results!
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So not many significant results...
Right?

Because they are not flooded.

1.0 WD) e A
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1955 1965 1975 1985 1995 2005 2015 DC_J 60 f--emmmmmmnnenneeeod B=0.056+0.008,W=49.251 P<0.001 =
. T R(95%CI)=1.057(1.041-1.074
Wait wait!... sl . Q .(95."((\7), 0,5{. —— ) —
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There should be less positive Year
I’eSU|tS! What'S happen|ng Percentage-ofSignific;r;t-Results péryear
there!
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Publication Bias

+ For a long time only positive results were published in journals
- Negative results had been deemed irrelevant

- Poorly conducted studies

- Low statistical power

- No evidence in them

+ New study finds evidence that people have the ability of reading the
future! COOL!

+ New study finds no evidence that people have the ability of reading the
future! BORING!

But this is logical | don't want to read the second paper, do I?

28/74



Publication Bias

Could it be possible we are only seeing false positive papers?

Published

(Significant)

0000000000000 00O
Q0 00000000000
0 00000000000
00 0000000000
00 0000000000
0 0000000000
Unpublished

(Non Significant)

- Imagine all this studies refer to a single effect.

+ | could be sure of it existing.

+ Butin the fact it is all a false-positives!
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Publication Bias

It does occur

SOCIAL SCIENCE

Publication bias in the social
sciences: Unlocking the file drawer

Annie Franco,' Neil Malhotra,?* Gabor Simonovits’

We studied publication bias in the social sciences by analyzing a known population of
conducted studies—221 in total—in which there is a full accounting of what is published
and unpublished. We leveraged Time-sharing Experiments in the Social Sciences (TESS),
a National Science Foundation-sponsored program in which researchers propose
survey-based experiments to be run on representative samples of American adults.
Because TESS proposals undergo rigorous peer review, the studies in the sample all
exceed a substantial quality threshold. Strong results are 40 percentage points more likely
to be published than are null results and 60 percentage points more likely to be written

up. We provide direct evidence of publication bias and identify the stage of research production
at which publication bias occurs: Authors do not write up and submit null findings.

ublication bias occurs when “publication
of study results is based on the direction
or significance of the findings” (7). One per-
nicious form of publication bias is the
greater likelihood of statistically signif-

the state of knowledge in a field or on a particular
topic because null results are largely unobservable
to the scholarly community.

Publication bias has been documented in var-
ious disciplines within the biomedical (3-9) and

thresholds (19, 20). However, these visualization-
based approaches are sensitive to using different
measures of precision (21, 22) and also assume
that outcome variables and effect sizes are com-
parable across studies (23). Last, methods that
compare published studies to “gray” literatures
(such as dissertations, working papers, confer-
ence papers, or human subjects registries) may
confound strength of results with research qual-
ity (7). These techniques are also unable to de-
termine whether publication bias occurs at the
editorial stage or during the writing stage. Editors
and reviewers may prefer statistically signifi-
cant results and reject sound studies that fail
to reject the null hypothesis. Anticipating this,
authors may not write up and submit papers
that have null findings. Or, authors may have their
own preferences to not pursue the publication
of null results.

A different approach involves examining the
publication outcomes of a cohort of studies, either
prospectively or retrospectively (24, 25). Analyses
of clinical registries and abstracts submitted to
medical conferences consistently find little to
no editorial bias against studies with null find-
ings (26-31). Instead, failure to publish appears

icant results ) i

3ns1§211ﬁ£m r Unpubll'shed, Unpu!:lllshed, Published Book Missing Total
1ty. Selective r¢ not written written chapter

referred to as

a;;‘i‘;l";“rss“ Null results 31 7 10 1 0 49
tue popuiatiy  Mixed results 10 32 40 3 1 86
upwards. Furl ~ Strong results 4 31 56 1 1 93
!Department of P MiSSing 6 1 0 2 12 21
irsty S TOta 51 71 106 ! 4 249

*Corresponding a|1
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Publication Bias

Study Precision

0.4-
0.3-
0. 02-
0.1-

0.0- .

Expected mean?
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Publication Bias

Study Precision

In the long run O, but for each sample it depends on sample size

Number Of Participants (Precision)

] 1 ]
-1 0 1
Mean diff in each experiment
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Publication Bias

Study Precision

Number Of Participants (Precision)

-1 0 1
Mean diff in each experiment

Number Of Participants (Precision)

-1 0 1 2 3
Mean diff in each experiment
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Publication Bias

We gather experiments and see this...

Number Of Participants (Precision)

-1 0 1
Mean diff in each experiment
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Publication Bias

We gather experiments and see this...

Number Of Participants (Precision)

Mean diff in each experiment

We are not seeing the unpublished studies!
Bias in the mean Effect Size!

We cannot stablish if an effect is true or not!
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Funnel Plots for Publication Bias

Journal of Experimental Psychology: General © 2015 American Psychological Association
2015, Vol. 144, No. 6, el42-¢l58 0096-3445/15/812.00  hup://dx.doi.org/10.1037/xge00001 16

Romance, Risk, and Replication: Can Consumer Choices and Risk-Taking
Be Primed by Mating Motives?

David R. Shanks Miguel A. Vadillo
University College London King’s College London
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Funnel Plots for Publication Bias

Psychological Bulletin © 2017 American Psychological Association
2017, Vol. 143, No. 7, 757-774 0033-2909/17/512.00  http://dx doi.org/10.103 7/bulD000074
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quality do not yield larger ad Observed Outcome
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S ——y

0.320
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Short Interim

Not seeing all results is problematic because:

- Effect sizes are biased/inflated
- Difficult to establish if an effect is true or not

Check on possible solutions:

+ Funnel Plots
-+ Metanalysis

Metaviz package:
https://cran.r-project.org/web/packages/metaviz/vignettes/funnelinf.html

Meta package:
https://github.com/guido-s/meta
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P-hacking



What is the proble

Published
(Significant)

m with this figure?
000000000000 0000
0000000000 000000
0000000000 000000
000000000000 0000
000000000000 0000
000000000000 0000®

Unpublished
(Non Significant)

+ Do researchers really keep all those studies in the file-drawer?

-+ Do people really run 20 experiments and publish one of them?

+ Do | put more than half of my job in a drawer?
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Even if not all of them are false-positives

1.0-
0.8-
2
2 0.6- -
g " o
3 04 E}D% —
I ®e ~O
" 02 e Feo °%, .
: a8
e & G%
0

1955 1965 1975 1985 1995 2005 2015

Would people throw away between 20% and 50% of the studies due to non-
significant results?
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If researchers would have realized that they always obtained non-significant
results then they would have done things differently:

“It is one thing for a very young child to believe that 12 peas are enough for
dinner and quite another for a chronically starving adult to do so.” Nelson &
Colleagues (2018)

- Why then?
- Because they were publishing them anyway...
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The false positive rate was not 5%!

It was much higher!

Researchers engaged a practice called p-hacking

Frequentist tests in the NHST output a parameter called the p-value, if this p-
value is below our a (.05) then the test is significant and we accept the
alternative hypothesis.

This implies that we should have a 5% false positive rate.
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In a typical experiment:

- More than one dependent variable: Accuracy, Reaction Time, Fixation
time,...

+ More than two conditions: (High Medium Low) Congruent, Incongruent,
Neutral,...

- Other variables: Gender, Age, Level of Studies, Language Proficiency,...

| want to asses if people on white shirts are better at distinguishing English
backwards from French Backwards .

So | make them listen to many words backwards in English and French. |
throw nouns, verbs, adjectives...

And | gather demographic data on them, just in case, because more data
cannot hurt me right?
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The method that can "prove" almost anything - James A. Smith
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https://www.youtube.com/watch?v=i60wwZDA1CI

The what if game

- White shirts are better than red shirts should be more accurate when distinguishing.
- | do a NHST(a=.05) on the level of accuracy comparing white and red, non significant

- What if the difference is not in accuracy but in how fast distinguising that, lets check the reaction
time. non significant.

- What if the effect is really small, so lets look at a subset of the data for more salient words, maybe
insults... Or maybe sad words... non significant.

- Or maybe the problem was not at all white vs red shirts but happy vs. sad words! non significant.

- Maybe this only happen for women? non significant
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The what if game

- Maybe it is relevant for the subset of participants if their father are fluent in English and in
French?

- AHA! Significant!

- "A new study demonstrates that women are faster when discriminating sad words from happy
words backwards.

- But we kindly forgot to mention, that we tried 30 different things before we found one that was
significant.
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The what if game

- False Positive Rate?

- Upto

61%

in some cases probably even more.
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Harking

Hypothesizing after the results are known

+ An additional step here, in many cases the hypothesis is rewritten in a way
that the final result seems to have been hypothesized from the beginning.
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So ok scientists lie? Everything is a farce?

- We didn't know these effects until recently

- Researchers were just trying to make sense of their data

+ Humans suffer from extreme apophenia!l

- We love being right

- We are promoted based on the number of publications

- Papers are/were valued according to novelty and significance, not methods

- All of the above occurs due to a combination of wrong incentives, being human and ignorance

50/74



Ok so,... How do we fix all of this?



Not a single solution

Increase statistical power by using correct sample sizes, usually bigger.

Better estimations of the effect size, the more participants | have the more precesion in the
estimation.

Preregistration

- Write your hypothesis, methods, sample size, expected Type | error and Type Il error, ...
- Before starting the experiment
- That way you cannot change things afterwards inadvertedly

- Avoids p-hacking

Registered Report in Journals

- Preregistration plus:
- Evaluate papers based on the interest of the question and the methodology.
+ Accept or reject them based on the above, regardless of significance or result

- Avoids publication bias
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Not a single solution

Replication

- Thruthness of an effect is difficult to establish with a single study

- We need to repeat them, by independent groups

- Itis not only interesting to know if something is true

- We also want to know how big is the effect (Particularly in clinical applications)

- “A new studies says there is a statistically significant difference of 1 mm between the right and left
side of the class”
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What should I look for when | read a study

- Is it replicated? By different people?
- Conceptually or exactly replicated?
- Don't they change anything? Analysis, measures, paradigm,...
- Have they registered their study before the analysis?
- No degrees of freedom during the analysis
- Fixed hypothesis, Fixed methods
+ Was their sample size adequate?
- If there are several studies:
- Is there a metanalysis?
- Can | draw a funnel plot?
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What should I look for when | read a study

- Be critic!

- Do notjust, believe, peer review is not enough, being published is not enough
- Avoid confirmation biases (I look for evidence that support my belief)

- Ifitis too good to be true, then it is probably not true

- Huge claims asks for huge evidence
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Do you believe me?



Do not believe me!

Were you not listening?



Show me the evidence of the
problem!



Open Science collaboration

p-value
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Original Effect Size

Approximately 35% to 50% of 100 studies replicated

59/74



Literally pre cognition

People can see or change the future

Joumal of Personality and Social Psychology © 2011 American Psychological Association
2011, Vol. 100, No. 3, 407- 435 O022-351401 1/512.00 DOL: 10, 103740021524

Feeling the Future: Experimental Evidence for Anomalous Retroactive
Influences on Cognition and Affect

Daryl J. Bem

Cornell University

People can see/change the future and researchers should be more open-minded

| have looked at my data until | found a subset of participants, and a subset of stimuli, after
extensive testing and repeating pilots and studies, that showed FINALLY a significant effect. Sadly,
| have not been able to replicate it (properly) ever again

He was not evil, all of the above was written in the paper, we just didn't know well yet

People were not critic enough
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Power Pose

Amy Cuddy: 30 Seconds on Power Poses

TED talks, still out there, lots of criticism and papers againts...
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https://www.youtube.com/watch?v=C4ACeoqEjeA

"Good people can do bad science. Indeed, if you have bad data you'll do bad science (or, at best, report
null findings), no matter how good a person you are.

[...]being a scientist, and being a good person, does not necessarily mean that you're doing good science. |
don’t know Cuddy personally, but given everything I've read, | imagine that she’s a kind, thoughtful, and
charming person.[...] In any case, it's not my job to judge these people nor is it their job to judge me.[...]

Conversely, if Eva Ranehill, or Uri Simonsohn, or me, or anyone else, performs a replication [...] and finds
that your data are too noisy for you to learn anything useful, then they may be saying you're doing bad
science, but they’re not saying you're a bad person.”

Andrew Gelman

https://statmodeling.stat.columbia.edu/2017/10/18/beyond-power-pose-using-replication-failures-
better-understanding-data-collection-analysis-better-science/
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https://statmodeling.stat.columbia.edu/2017/10/18/beyond-power-pose-using-replication-failures-better-understanding-data-collection-analysis-better-science/

+ Stapel
- Bargh
+ Hans Eysenck
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Ok but it's only in psychology!

Nope...



Ok but it's only in psychology!

Nope...

Cancer reproducibility project
yields first results

In 2011, Bayer researchers made asplash
with news that they could only replicate 25%
of the preclinical academic projects that
they took on (Nat, Rev, Drug Discov, 10, 712
2011). Amgen fared even worse when trying
torecreate the findings from cancer papers,
with just an 11% success rate Eu"'-.umure-iIE-‘;‘r_~
531-533;2012).
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Ok but it's only in psychology!

Nope...

Relative risk of primary outcome
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Open science



Open science

- Until recently data, methods, stimuli was kept in the labs
People was not very open to share them
- Open Science Foundation and others
- Public data
- Public analysis
- Public Stimuli
Easier to replicate and check results

Easier to run metanalyses
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Some questions

- Adding observations, using different measures, dropping conditions,... based on the
significance of the statistical test is called:

p-hacking

- The problem that arises when only significant results are publised is called:
Publication Bias

- The fact that a paper is published in a journal is enough guarantee of its credibility:
No

Problems such as p-hacking or publication bias arise from conscious malpractice of the
researchers

No, it arises from ignorance, wrong incentives and making sense of data
- Open science refers to:

Making accesible your data, stimuli, analyses,...
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Some questions

- One of the advantages of registered reports is:

- Evaluate based on methodology and interest of research question, avoid publication bias,...
- One of the advantages of preregistration:

- It helps to avoid p-hacking

- Publication bias is helps researchers because it filters only good research:

- No

- Adding observation to a sample, because our statistical is not yet signficant, doesn’t raise the
false positive rate

- FALSE
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Questions

The end
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