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Introduction: Most efforts in facial behavior analysis have focused
on proposing supervised methods to detect a set of predefined gestures
such as the Action Units. However, supervised AU detection is a difficult
task which requires a huge labelling effort to annotate spontaneous behav-
ior databases. In contrast, we focus on a different problem which we call
facial behavior categorization. The goal is to estimate high-level seman-
tic labels for videos of recorded people by means of analysing their facial
expressions. As an example, consider a set of videos of people recorded
while watching an advertisement. The videos are labelled with the sub-
ject’s appreciation of the advertisement, revealing whether or not he liked
it. The task of facial behavior categorization is to analyse the set of subject
facial expressions during the whole recording and estimate the "Like/Not
Like" label. This problem can be considered a weakly-supervised learning
problem because we do not have access to frame-by-frame facial gesture
annotations but only weak-labels at the video level are available. From
this weak-annotations, we aim to learn a set of discriminative expressions
and how they determine the high-level labels. Similar to [5], we pose fa-
cial behavior categorization as a Multiple Instance Learning problem. In
MIL, the training set T = {(X1,y1),(Xi,yi), . . . ,(XN ,yN)} is formed by N
pairs of bags Xi ∈ X and labels yi ∈ Y . Every Xi = {xi1,xi j, ...,xiM} is
a set of M instances xi j ∈ RD. The labels yi ∈ {0,1} are binary variables
indicating whether the class of the bag is positive or negative. The goal
is to lean a classifier F(X∗) = y∗ able to predict a label y∗ from a new
test bag X∗. In facial behavior categorization, we consider a video as a
bag Xi, its instances xi j correspond to facial-descriptors extracted at each
video-frame and yi refers to the video weak-label.

Contributions: We propose a novel MIL method called Regular-
ized Multi-Concept MIL for facial behavior categorization. In contrast
to previous MIL methods applied to facial behavior analysis which use a
Single-Concept approach, RMC-MIL follows a Multi-Concept assump-
tion which allows different facial expressions (concepts) to contribute
differently to the video-label. Moreover, to handle with the potential
large number of non-informative features present in the high-dimensional
facial-descriptors, RMC-MIL uses a discriminative approach to model the
concepts and structured sparsity regularization. As a consequence, the
concepts use only a common subset of features expected to be related
with facial expression changes.

Rregularized Multi-Concept MIL: An overview of RMC-MIL is
illustrated in Fig. 1. Our model learns a set of K hyperplanes Z =
[z1 z2 . . . zK ] in the instance space which classify instances depending
when they belong or not to the k-th concept. This concepts are expected
to represent different types of discriminative facial expressions. A bag
(video) is represented as a K dimensional vector:
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Figure 1: Overview of RMC-MIL. Concepts are modelled as a set of K
classifiers zk in instance space. A bag is represented using the probability
of its instances given each concept. The bag-classifier w maps this bag-
representation into high-level labels.

Figure 2: Most positive and negative instances estimated by RMC-MIL
in a set of randomly selected videos for different facial behavior catego-
rization problems

g(Xi,Z) =< p(Xi|z1), p(Xi|z2), . . . , p(Xi|zK)>
, (1)

where the value in the k-th dimension is the probability of that a con-
cept k appears in the bag Xi. This probability is defined as the maxi-
mum probability p(Xi|zk) = max j p(xi j|zk) among all the bag-instances.
Finally, the bag-classifier is defined as F(X) = sgn(wT g(X ,Z)), where
w = [w1,w2, . . . ,wK ] are the parameters of a linear classifier separating
positive and negative bags embedded in the K dimensional space. In
the training stage, RMC-MIL jointly optimize the bag-classifier w and
concept-classifiers Z by using a logistic-loss function ` and solving:

min
w,Z

L(w,Z) =
N

∑
i=1

`(wT g(Xi,Z),yi) s.t. ||Z||2,1 ≤ τZ (2)

The use of L2,1 regularization is motivated by previous work [1] in
Multi-Task Learning for supervised facial expression recognition. That
work uses L2,1 regularization to force joint sparsity between independent
facial expressions classifiers. Similarly, in the case of RMC-MIL, this
regularization encourages the concept hyperplanes to use a common sub-
set of features expected to be related with facial expression changes.

Eq. 2 is a convex-constrained optimization problem and we use the
Projected-Quasi-Newton [3] method to efficiently solve it.

Experiments: In our experiments, we evaluate the proposed ap-
proach in two different facial behavior categorization problems. Using
the AMFED [4] and UBNC [2] public datasets, we attempt to categorize
viewer’s responses to advertisements and detect pain from patients from
weakly-labelled videos. We demonstrate the advantages of using mul-
tiple concepts in facial behavior categorization and the effectiveness of
structured sparsity regularization in this context. Moreover, the results
show the improvement of RMC-MIL over existing Single-Concept and
Multi-Concept MIL methods and its ability to learn discriminative facial
gestures from weakly-labeled data ( Fig. 2 ).
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