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Abstract

In this paper, we establish lower and upper Gaussian bounds for the probability density of the mild
solution to the non-linear stochastic heat equation in any space dimension. The driving perturbation is
a Gaussian noise which is white in time with some spatially homogeneous covariance. These estimates
are obtained using tools of the Malliavin calculus. The most challenging part is the lower bound, which is
obtained by adapting a general method developed by Kohatsu-Higa to the underlying spatially homogeneous
Gaussian setting. Both lower and upper estimates have the same form: a Gaussian density with a variance
which is equal to that of the mild solution of the corresponding linear equation with additive noise.
© 2011 Elsevier B.V. All rights reserved.
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1. Introduction and main result

In this paper, we aim to establish Gaussian lower and upper estimates for the probability
density of the solution to the following stochastic heat equation in R?:

%(r,x)—Au(t,x)=b(u(t,x))+U(u(t,x))W(t,x), (t,x) € [0, T] x RY, (1.1)
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with initial condition u (0, x) = ug(x), x € RY. Here, T > 0 stands for a fixed time horizon, the
coefficients o, b : R — R are smooth functions and u : R? — R is assumed to be measurable
and bounded. As far as the driving perturbation is concerned, we will assume that W (z, x) is a
Gaussian noise which is white in time and has a spatially homogeneous covariance. This can be
formally written as:

E[W(t, x)W (s, y)] = 8ot — s)A(x — y), (12)

where 8 denotes the Dirac delta function at zero and A is some tempered distribution on R?
which is the Fourier transform of a non-negative tempered measure p on RY (the rigorous
definition of this Gaussian noise will be given in Section 2.1). The measure w is usually called
the spectral measure of the noise W.

The solution to Eq. (1.1) will be understood in the mild sense, as follows. Let (.#;)>0 denote
the filtration generated by the spatially homogeneous noise W (see again Section 2.1 for its
precise definition). We say that an .%;-adapted process {u(¢, x), (¢,x) € [0,T] x Rd} solves
(1.1) if it satisfies:

t
u(t, ) = (1) % uo)(x) + /0 /R PG 5,x =)o Gus, )W (ds, d)

!
+ / / I't—s,x —y)b(u(s,y))dyds, (1.3)
0 JRA

where * is the standard convolution product in R4, and I' denotes the fundamental solution

associated to the heat equation on RY, that is, the Gaussian kernel of variance 2f: I'it,x) =
2

(4711‘)_% exp(— ”f“[l ), for (z,x) € R4 x R4, Note that the stochastic integral on the right-hand

side of (1.3) can be understood either in the sense of Walsh [30], or using the further extension

of Dalang [4] (see also [21,7] for another equivalent approach). In any case, one needs to assume

the following condition:

T
&(T) ;=/O /ﬂéd |.Z T (1)(&))>u(d€)dt < +oo. (1.4)

Then, [4, Theorem 13] and [7, Theorem 4.3] imply that Eq. (1.3) has a unique solution which is
L?-continuous and satisfies, for all p > 1:

sup E[lu(t, x)|P] < +oo.
(t,x)€[0,T1xRd

Observe that @(7T) measures the variance of the stochastic integral in (1.3) (indeed, it is the
variance itself when o = 1), therefore it is natural that it will play an important role in the
Gaussian lower and upper bounds for the density of the random variable u (¢, x). Moreover, it has
been proved in [4, Example 2] that condition (1.4) is satisfied if and only if:

1
/R TR M) < oo (15)

However, as it will be explained below, in order to prove our main result we shall need a slightly
stronger condition than (1.5) above. Namely, we will assume that there exists n € (0, 1) such
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that:

1

o g e < oo o

We also remark that the stochastic heat equation (1.1) has also been studied in the more
abstract framework of Da Prato and Zabczyk [8] and, in this sense, we refer the reader to [24]
and references therein. Nevertheless, in the case of our spatially homogeneous noise, the solution
in that more abstract setting could be obtained from the solution to Eq. (1.3) (see [7, Sec. 4.5]).

The techniques of the Malliavin calculus have been applied to Eq. (1.3) in the papers
[14,21]. Precisely, [21, Theorem 6.2] states that, if the coefficients b and o are ¥ °°-functions
with bounded derivatives of order greater than or equal to one, the diffusion coefficient is
non-degenerate (i.e. |[0(z)] = ¢ > 0 for all z € R), and (1.5) is satisfied, then for each
(t,x) € (0, T] x R?, the random variable u(z, x) has a > density p; x (see also Theorem 3.3).
Moreover, in the recent paper [18], the strict positivity of this density has been established under
a ¢'-condition on the density and the additional condition of o being bounded.

Our aim in this paper is to go a step further and prove the following theorem.

Theorem 1.1. Assume that condition (1.6) is satisfied and o,b € € °(R) (€, bounded and
bounded derivatives). Moreover, suppose that |0 (z)| = ¢ > 0, for all z € R. Then, for every
(t,x) € (0, T] x R, the law of the random variable u(t, x) has a €> density Dr.x satisfying,
forally € R:

ly =Rl _(y = Fol —a3T)?

Cr9(1) c2P(1) ’
where Fy = (I'(t) x uo)(x) and c1, c2, c3, C1, Ca are positive constants that only depend on T,
o and b.

C1o(t)""exp ( ) < pra(y) <1 B(1) " exp (

One of the interests of these type of bounds is to understand the behavior of the density when
y is large and ¢ is small. In both cases, one obtains the same upper and lower behavior for the
density, that is, a Gaussian density with a variance which is equal to that of the stochastic integral
term in the mild form of the linear equation. We observe that this variance does not depend on x
due to the spatially homogeneous structure of the noise.

In order to prove our main result, we will apply the techniques of the Malliavin calculus, for
which we refer the reader to [19,28]. Obtaining lower and upper Gaussian bounds for solutions
to non-linear stochastic equations using the Malliavin calculus has been a current subject of
research in the past two decades. Precisely, the expression for the density arising from the
integration-by-parts formula of the Malliavin calculus provides a direct way for obtaining an
upper Gaussian-type bound for the density. Indeed, ones applies Holder’s inequality, and then
combines the exponential martingale inequality together with estimates for the Malliavin norms
of the derivative and the Malliavin matrix. This is a well-known method that has been applied in
many situations (see for instance [9,5]). We will also apply this technique to the density of our
stochastic heat equation in order to show the upper bound in Theorem 1.1 (see Section 5).

On the other hand, to obtain Gaussian lower bounds for some classes of Wiener functionals
turns out to be a more difficult and challenging issue. In this sense, the pioneering work is
the article by Kusuoka and Stroock [12], where the techniques of the Malliavin calculus have
been applied to obtain a Gaussian lower estimate for the density of a uniformly hypoelliptic
diffusion whose drift is a smooth combination of its diffusion coefficient. Later on, in [10],
Kohatsu-Higa took some of Kusuoka and Stroock’s ideas and constructed a general method
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to prove that the density of a multidimensional functional of the Wiener sheet in [0, T'] x R?
admits a Gaussian-type lower bound. Then, still in [10], the author applies his method to a one-
dimensional stochastic heat equation in [0, 1] driven by the space—time white noise, and obtains
a lower estimate for the density of the form:

— F|2
Cltféexp _u ,
Cyrt2

where Fj denotes the contribution of the initial condition. This is the bound we would get if
in Eq. (1.1) we let d = 1 and W be the space—time white noise. Indeed, this case corresponds
to take A = &g in (1.2); therefore, the spectral measure u is the Lebesgue measure on R4 and
o1t)=C 12. As we will explain below, in the present paper we will use Kohatsu-Higa’s method
adapted to our spatially homogeneous Gaussian setting. The same author applied his method
in [11] to obtain Gaussian lower bounds for the density of a uniformly elliptic non-homogeneous
diffusion. Another important case to which the method of [10] has been applied corresponds to a
two-dimensional diffusion, which is equivalent to deal with a reduced stochastic wave equation
in spatial dimension one, a problem which has been tackled in [6]. Moreover, let us also mention
that the ideas of [10] have been further developed by Bally in [1] in order to deal with more
general diffusion processes, namely locally elliptic Itd processes, and this has been applied
for instance in [9]. Furthermore, in [3], Bally and Kohatsu-Higa have recently combined their
ideas in order to obtain lower bounds for the density of a class of hypoelliptic two-dimensional
diffusions, with some applications to mathematical finance.

The increasing interest in finding Gaussian lower estimates for Wiener functionals has
produced three very recent new approaches, all based again on Malliavin calculus techniques.
First, in [17] the authors provide sufficient conditions on a random variable in the Wiener space
such that its density exists and admits an explicit formula, from which one can study possible
Gaussian lower and upper bounds. This result has been applied in [22,23] to our stochastic heat
equation (1.1) in the case where o = 1. Precisely, [23, Theorem 1 and Example 8] imply that,
if b is of class ¥’! with bounded derivative and condition (1.5) is fulfilled, then, for sufficiently
small ¢, u(t, x) has a density p; , satisfying, for almost all z € R:

Elutt,x) = Misl (2= Mea?Y
C, 51 Clom ) =P
_ Eu@t,x) = Mio| <_|z—Mt,x|2)
C, 9(t) C, o) )’

where M; y = E(u(t, x)) (see [22, Theorem 4.4] for a similar result which is valid for all ¢ but
is not optimal). Compared to Theorem 1.1, on the one hand, we point out that our result is valid
for a general o, arbitrary time 7 > 0 and our estimates look somehow more Gaussian. On the
other hand, the general method that we present in Section 2.2 requires the underlying random
variable to be smooth in the Malliavin sense, and this forces to consider a smooth coefficient b.
Moreover, we have considered condition (1.6) instead of (1.5). We also remark that, even though
the results of [23] are also valid for a more general class of SPDEs with additive noise (such as
the stochastic wave equation in space dimension d € {1, 2, 3}), Nourdin and Viens’ method does
not seem to be suitable for multiplicative noise settings.

A second recent method for deriving Gaussian-type lower estimates for multidimensional
Wiener functionals has been obtained by Malliavin and Nualart in [13] (see [20] for the one-
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dimensional counterpart). This technique is based on an exponential moment condition on the
divergence of a covering vector field associated to the underlying Wiener functional, and has
been applied in [20] to a one-dimensional diffusion.

Last, but not least, in the recent paper [2], Bally and Caramellino develop another method to
obtain lower bounds for multidimensional Wiener functionals based on the Riesz transform.

These two last methods have not been applied yet to solutions of SPDEs. However, the form
of the Gaussian-type lower bounds that one obtains using these other techniques are less explicit
than the lower bound that one gets using Kohatsu-Higa’s result. This is why in the present paper,
we will apply the methodology of Kohatsu-Higa [10]. For this, first we will need to extend the
general result [10, Theorem 5] on Gaussian lower bounds for uniformly elliptic random vectors
from the space—time white noise framework to the case of functionals of our Gaussian spatially
homogeneous noise (see Theorem 2.3). This will be done in Section 2, after having precisely
described the Gaussian setting which we will work in. The extension of Kohatsu-Higa’s result
has been done, first, in such a way that the definition of uniformly elliptic random vector has
been simplified in the following sense.

(1) We have reduced the number of conditions required to a random vector to be uniformly
elliptic by adjusting them to the particular application that we have in mind, which is the
solution of our stochastic heat equation (see Definition 2.2).

(ii) In particular, we do not need to extend the underlying probability space with a family
of Wiener increments independent of the noise W, as it has been done in [10] (see
p- 424-425 therein). Moreover, in our Definition 2.2, we only need to consider one
approximation sequence F;, while in [10], a kind of double approximation procedure has to
be settled.

Then, once this definition is established, the general result on lower Gaussian bounds can be
proved in a rather self-contained way, and the proof turns out to be shorter than the one of
[10, Theorem 5]. It should be mentioned, however, that a direct extension of the latter result to
our Gaussian setting, though much more complicated to state and with a more involved proof,
would be applicable to a larger class of Wiener functionals.

In Section 3, we will recall the main results on differentiability in the Malliavin sense and the
existence and smoothness of the density applied to our stochastic heat equation (1.3). Moreover,
we will prove a technical and useful result which provides a uniform estimate for the conditional
norm of the iterated Malliavin derivative of the solution on a small time interval.

Section 4 is devoted to apply the general result Theorem 2.3 to the stochastic heat equation
(1.3), to end up with the lower bound in Theorem 1.1. That is, one needs to show that the
solution u(z, x) defines a uniformly elliptic random variable in the sense of Definition 2.2.
The fact that this definition, though stated in a rather general setting, has been somehow
adapted to the application to our stochastic heat equation, makes the proof’s framework slightly
simpler than that of [10, Theorem 10]. In particular, we have not been forced to consider a
Taylor expansion of the solution in some stochastic integral terms, which would give rise to
a collection of cumbersome high-order processes and residues. Nevertheless, in our setting
one needs to take care of the more general spatial covariance structure of the underlying
Wiener noise.

At a technical level, let us justify now why assuming condition (1.6) does not need to be
considered as an important restriction. Precisely, the latter condition implies that

t
fo /R FT)EPu@)ds < Cr' ™. (1.7)
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Then, as it will be made explicit in Section 4, this estimate turns out to be crucial in order
to prove the lower bound in Theorem 1.1. In fact, the above condition was already important
in the proof of [10, Theorem 10] when dealing with the one-dimensional stochastic heat
equation driven by the space—time white noise. In this case, condition (1.7) would be written in
the form:

t 1
f f I'(s, €)% deds < Ct'/?,
0 JO

which obviously does not require any assumption on the spectral measure (since it would be the
Lebesgue measure on Rd). In our setting, however, it seems natural not to get (1.7) for free, since
we are dealing with a fairly general spatial covariance.

As mentioned before, the upper bound in Theorem 1.1 will be proved in Section 5. Finally,
we have also added an Appendix where we recall some facts concerning Hilbert-space-valued
stochastic and pathwise integrals and their conditional moment estimates.

As usual, we shall denote by ¢, C any positive constants whose dependence will be clear from
the context and their values may change from one line to another.

2. General theory on lower bounds for densities

This section is devoted to extend Kohatsu-Higa’s result [10, Theorem 5] on lower bounds
for the density of a uniformly elliptic random vector to a more general Gaussian space, namely
the one determined by a Gaussian random noise on [0, T'] x R“ which is white in time and
has a non-trivial homogeneous structure in space. For this, first we will rigorously introduce
the Gaussian noise and the Malliavin calculus framework associated to it and needed in the
sequel.

2.1. Gaussian context and Malliavin calculus

Our spatially homogeneous Gaussian noise is described as follows. On a complete probability
space (12, #,P), let W = {W(p), 9 € G5 (R x R%)} be a zero mean Gaussian family of
random variables indexed by ¥’*° functions with compact support with covariance functional
given by

E[W (@)W ()] =/0 dt /Rd A(dx) (@ (8, %) % P (1, %) (x),

0. ¥ € G Ry x RY). @2.1)

Here, A denotes a non-negative and non-negative definite tempered measure on R?, * stands for
the convolution product, the symbol * denotes the spatial variable and v/ (¢, x) := ¥ (¢, —x). For
such a Gaussian process to exist, it is necessary and sufficient that the covariance functional is
non-negative definite and this is equivalent to the fact that A is the Fourier transform of a non-
negative tempered measure (1 on R (see [29, Chap. VII, Théoreme XVII]). The measure w is
usually called the spectral measure of the noise W. By definition of the Fourier transform of
tempered distributions, A = .% y means that, for all ¢ belonging to the space .7 (R?) of rapidly
decreasing €*° functions,

/ ¢ () A(dx) = / FoEude).
Rd ]Ra’



424 E. Nualart, L. Quer-Sardanyons / Stochastic Processes and their Applications 122 (2012) 418-447

Moreover, for some integer m > 1 it holds that

/ n(d§) < 400
re (L4 [IE]17)™ '

Elementary properties of the convolution and Fourier transform show that covariance (2.1) can
be written in terms of the measure u, as follows:

E[W(p)W ()] =/0 /I?&d Fo0)(E)F Y (1)(E)u(dé)dr.

In particular, we obtain that

E[W(¢)?] = / / \Fo() () Pude)dr.
0 R4

Example 2.1. Assume that the measure /A is absolutely continuous with respect to Lebesgue
measure on R with density f. Then, the covariance functional (2.1) reads

/ dt/ dx/ dy (1. x) f(x — VW, ),
0 R4 R4

which clearly exhibits the spatially homogeneous nature of the noise. The space—time white noise
would correspond to the case where f is the Dirac delta at the origin.

We note that the kind of noise above-defined has been widely used as a random perturbation
for several classes of SPDEs (see for instance [15,4,24,28]).

At this point, we can describe the Gaussian framework which is naturally associated to our
noise W. Precisely, let .7Z be the completion of the Schwartz space .# (R?) endowed with the
semi-inner product

(1. ¢2)0 = fR (@1 % @) () Aldx) = fR |01 T 62E) udh),

o1, 92 € L (RY).

Notice that the Hilbert space .7 may contain distributions (see [4, Example 6]). Fix T > 0 and
define 77 = L2%([0, T]; #¢). Then, the family W can be extended to %7, so that we end up
with a family of centered Gaussian random variables, still denoted by W = {W(g), g € 7},
satisfying that E[W (g1) W (g2)] = (g1, &2) s, for all g1, g» € J7 (see for instance [7, Lemma
2.4] and the explanation thereafter).

The family W defines an isonormal Gaussian process on the Hilbert space .77 and we shall
use the differential Malliavin calculus based on it (see, for instance, [19,28]). We denote the
Malliavin derivative by D, which is a closed and unbounded operator defined in L%(2) and
taking values in L2(02; %), whose domain is denoted by D2, More general, for any m > 1,
the domain of the iterated derivative D™ in L”({2) is denoted by D", for any p > 2, and we
recall that D™ takes values in L”(2; %”T@’"). As usual, we set D = N, N> D™ 7. The
space D7 can also be seen as the completion of the set of smooth functionals with respect to
the semi-norm

m
IFllm.p = {EIIFI”1+ ZE[”D"F”ZGW]
j=1
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For any differentiable random variable F and any r = (r1,...,7ry) € [0, T]", D™ F(r) is an
element of .%"®" which will be denoted by D" F.

We define the Malliavin matrix of a k-dimensional random vector F € (D"2) by yr =
((DF;, DF}) ) 1<i, j<k- We will say that a k-dimensional random vector F is smooth if each of
its components belongs to D, and we will say that a smooth random vector F is non-degenerate
if (det yp)_l € Np>1 LP({2). It is well-known that a non-degenerate random vector has a ">
density (cf. [19, Theorem 2.1.4]).

Let (.#,;);>0 denote the o -field generated by the random variables {W(h), h € 5,0 < s <t}
and the P-null sets, where W;(h) := W(l[p,nh), for any t > 0, h € 2. Notice that this
family defines a standard cylindrical Wiener process on the Hilbert space 7#. We define the
predictable o-field as the o-field in {2 x [0, T'] generated by the sets {(s, 7] x A,0 <s <t < T,
A € F).

As in [10, Section 2], one can define the conditional versions of the above Malliavin norms
and spaces (see also [16,6]). Forall0 < s <t < T, we set J&,; = L2([s,t]; %) and also
I Ils,e == Il - I, For any integer m > 0 and p > 1, we define the seminorm:

m P
IF 15, = VEsIFIPT+ ZES[HDJFn;@,,]} :

j=1 st
where Eg[-] = E[|.%;]. We will also write Py{-} = P{-|.%;}. Completing the space of smooth
functionals with respect to this seminorm we obtain the space I[))?f;p . We write lef (£2) for

]D)?:,p. We say that F € ﬁ:;p if F e I[));'f;p and ||F||f,;fp € Nyg>1 L9({2), and we set ﬁfj =
Np>1Nmx>1 ﬁg’f;p. Furthermore, we define the conditional Malliavin matrix associated to a
k-dimensional random vector F by y;" = ((DFi, DFj) <, j<k-

2.2. The general result

In order to state the main result of this section, we need to define what we understand by
a uniformly elliptic random vector in our context. Note that, as mentioned in the Introduction,
we present here a simpler definition in comparison to that given by Kohatsu-Higa in [10] (see
the hypotheses of Theorem 5 therein). Nevertheless, it covers the Gaussian setting described in
the previous section and, as it will be made clear in Section 4, it will allow us to deal with the
solution to the stochastic heat equation.

Definition 2.2. Let F be an .%#;-measurable non-degenerate k-dimensional random vector. We
say that F is uniformly elliptic if the following is satisfied.

There exists an element g € 7 such that ||g(s)|l;» > O for almost all s, and an € > 0
such that, for any sequence of partitions 7y = {0 = 19 < #; < --- < ty = T} whose norm
is smaller than € and ||7y|| = sup{t, — t,—1, »n = 1,..., N} converges to zero as N — 0o,
there exists a sequence of smooth random vectors Fy, Fi, ...,Fy such that Fy = F, each F, is
F,-measurable and belongs to ﬁ;oi Ltn? and for any n € {1,..., N}, F,, can be written in the
form:

Fp=F,_1+ [n(h) + Gy, (22)

where the random vectors I,,(h) and G, satisfy the following.



426 E. Nualart, L. Quer-Sardanyons / Stochastic Processes and their Applications 122 (2012) 418-447

(9]

1_1.1,» and satisfies that for some

(H1) G, is an .%,,-measurable random vector that belongs to D
6 >0andallm e Nand p > 1,
1Gnllip™ < € Au_r()'/*H as. 23)

where
0< A4,-1(g) = /ltn ||g(s)||éfds <oo, n=1,...,N.
n—1
(H2) I, (h) denotes a random vector whose components are in the form
15(h) = /ln f he(s, W (ds,dy), €=1,...,k,
ti—1 JR4

where, for each €, i is a smooth .%; | -predictable process with values in 7/, _, ,, and, for
any m € N and p > 1, there exists a constant C such that

I Enllm,p + sup llhells, . (@) < C, (2.4)
we?
forany L =1, ..., k.
(H3) Let A = (ay,4) denote the k x k matrix defined by

n
agq = An—l(g)_I/ {he(s), hq($)) srds.
th—1

There exist strictly positive constants Cy and C; such that, for all ¢ € Rk,
CicTe > ¢TAc > C¢Te,  as. 2.5)
(H4) There is a constant C such that, for any p > 1 and all p € (0, 1]:

(B, (det(y)" o0 6 ) PP < C A1 (7" as. (2.6)

Note that Hypothesis (2.5) is the ingredient that most directly reflects the uniformly elliptic
condition for a random vector on the Wiener space.

The next theorem establishes a Gaussian lower bound for the probability density of a
uniformly elliptic random vector. Its proof turns out to be shorter and slightly simpler than that
of Theorem 5 in [10], where the same type of result has been proved in a Gaussian setting
associated to the Hilbert space Lz([O, T] x A), where A C RY (that is, the space—time white
noise). We recall that, in our case, we are dealing with the Gaussian setting associated to the
space AT = L%([0, T1; %), as described in the preceding section.

Theorem 2.3. Let F be a k-dimensional uniformly elliptic random vector and denote by pr
its probability density. Then, there exists a constant M > 0 that depends on all the constants
of Definition 2.2 such that

ly = Foll?
2
Mligl%,

—k/2

pr(y) = Mgl exp( ) forall y € R¥,

where Fy is the first element in the sequence (2.2).
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Proof. The proof is divided in four steps.
Step 1. Observe that the hypotheses on Fj,, in particular condition (2.6) with p = 1, imply
that each F, has a smooth density, conditionally to .%, . We will denote this density by
. : RE — R. Notice that, in particular, pr = py.
Set r, == An(g)'/?. This part of the proof is devoted to show that if ||y — F,,_| > < cr}i1
for some constant ¢ > 0, then there exist positive constants M, ng such that if rf_l < 1o, then

1
pn(y) > Y a.s. 2.7

T—1

The proof of (2.7) follows along the same lines as the one of [10, Theorem 5]. However, the
assumptions stated in Definition 2.2 allow us to shorten some of the main parts. Precisely, one
first renormalizes the density as follows:

pn(y) = Etn,l(ay(Fn)) = r,?,kl Etn,l (5) Fu_1 (rn 11 (h) +r G ))

n—1

Then, one performs a Taylor expansion of the delta function around the non-degenerate random
vector rn:ll I,,(h). That is, if we set X = rn_jl I,(h) and Y := r,:JIGn, then:

pn(y) = r;fl E; | (3‘ Fy_y (X)) / ZETn ' (SSJ)F B (X + pY)YJ>dp (2.8)
"n—1

1
Next, one applies the integration by parts formula (see [10, p. 324]) in order to get an upper
estimate of each of the k terms in the sum of the second term on the right-hand side of (2.8): for
any j € {l,...,k},

r_ HI (X + pY, Y7)),

)
Ey (5; oy (X F pY)Yf) = By, i

n—1

where the latter term can be bounded by

n—1:In n—15In th—1:tn i 11In—15In
(X 4 pY I % (L det(urg o ™ g "2 s e 2.9)
for some parameters p,, qi, mi. Now, one proves that the above product can be bounded, up to
some constant, by r 1, where § is the parameter of condition (2.3). Indeed, using (H1), (H2)

and (H3), one easily proves that the first term in (2.9) is bounded by C(1 +r (Sq‘) while the third

one is bounded by Crnfl. On the other hand, owing to (H4), one gets that the second term in
(2.9) is bounded by a constant. Hence, for some positive constant C, we conclude that

1 k
/ZE,H 80 (X +pV)Y)d
(Rt

n—1

<Ccr¥,. (2.10)

As far as the first term on the right-hand side of (2.8) is concerned, we observe that,
conditioned to .%;,_,, the vector X is Gaussian. Thus, its conditional density can be computed
explicitly and, due to condition (2.5), the corresponding .%; _,-conditional covariance matrix is
invertible. Hence,

E, (5) k) 1(X)) > L e ly =Bl @.11)
et Qmki2ci? Cor?_,
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Therefore, plugging the estimates (2.10) and (2.11) in (2.8), we end up with

— 1 IIy — 1 71”2

k n 268

P ( ) >_ L eXp - - Cl .
ny n—1 <(2 )k/2cll</2 < Czr,% 1 n—1

Now, we have that if ||y — F,_1]|> < ¢ rr%_l for some constant ¢ > 0, then

() =15 ( 73 P(=C5 o) — Cr,?‘L) .

1
Qm)k/i2C :
We next choose M and 19 > 0 as follows. We first choose M such that

]
chp(—c2 c) > ”

and then we define

1/
1 ( c-! ) 1
=———exp(-C, ¢) — — .
0 (2n)k/2cllc/2C P 2 MC

2

Therefore, we conclude that if rr%fl <noand ||y — F,—1 ||2 <cr;_,,then

1
pn(y) = ks

which proves (2.7).

Step 2. This part is devoted to prove that we can choose N and the partition 77 in a suitable way
which will be needed in the sequel and such that the condition r,%_l < no above makes sense
(see also the proof of [10, Theorem 1]). Indeed, we first assume, without any loss of generality,

that || g||% < M. Then, for any N, there exists a partition 7y such that

2
_ligliy,
—Z.

Next, one can show that there exists By such that, for any 8 < By and considering N the smallest
integer satisfying

N gt (Bl )
gl

then we have |7y | < €.

r2 (2.12)

2 . . .
A T Again without any loss of generality, we may

< Po. Then we have that

Let n < no and assume that § <
suppose that M is big enough so that

nlgl’, — Fy?
2 < e (ly 2ou 1) <nem
M g1,

Step 3. We proceed now to obtain a lower bound for the density pr of F which will be amenable
to be transformed to the statement’s Gaussian estimate.
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We write, for f a smooth function with compact support,

E[f(Fn)] =E [/Rk f(yN)va(yN)dyN}

> E [[ FON)PNONB, (yN)(FN—l)dyN:| .
Rk FCN—]

where, in general, B, (z) denotes the ball in R of center z and radius . Then, applying (2.7) we
obtain:

1
E[f(Fn)] > . / SOMEE, gy (Fn-D]dyn
M;"N_1 Rk 2N-1
> [ om0 : /1 Gw-1)
> N B ) N—1
Mr]]fJ71 Rk Y Mr1]§/72 Rk %”N—l()N) Y
x E[lp, y 2(yN_1)(FN—2)]d)’N—1d)’N- (2.13)
26‘)‘ _
Let us consider a sequence of points xo, xg, ..., xy such that xo = Fp, ..., xny = y, and such

that ||x, — x,—1|| < %crn_l. Observe thatif y, € B, l(x,,), then
6C¢In—

1
1yn = Yn—1ll < llyn — Xnll + 1xn — Xp—1ll + lIXp—1 — yn—1ll < Ecrn—l»

which implies that y,—; € B Lerny (¥n). Using this fact and iterating the expression in (2.13), we

end up with:
1
E[f(F > 1 d
[f(FN)] = Mk /]Rk fn) B%U'_Nil(XN)(yN) YN ar

X / 1,  @y_nOn-Ddyn-1

Rk GErN=2
1

1 1 ) (Fo)d

e /Rk B%”O(xl)(yl) B%"O(M)( 0)dyi
KN=1)
=Clk) —— 1 .
C( )6k(N—1)MNr1’§,_1 ./Rk Fn) B%”Nil(xN)(YN)dyN

Note that in the last equality we have used the facts that |B.(z)| = C (k)rk and
1 1 1
llxo — yill < llxo —x1ll + llx1 — y1ll = —cro+ —cro < scro.
6 6 2
At this point, we consider f to be an approximation of the Dirac delta function at the point y, so
that we can conclude, recalling that xy =y,

KN=1)

pr(y) = C(mm-

(2.14)

Step 4. Let us finally obtain the Gaussian lower bound for pr(y). Precisely, plugging (2.12) in
the above estimate (2.14), we get that

CiN¥/? exp(—NC*)
k
gl

pPr(y) =
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where C; = ok ——— and C* = log(M) — log(C(k)ck/6k). Note that we can choose M to be

C (k)c
sufficiently large such that C* > 0.
Finally, we recall that, thanks to the considerations in Step 2, we have chosen N satisfying

that B~ < N < 8~ l(nﬁ “FOH + 1) + 1. Hence

Ckﬁk/Zexp(_(1+ﬁ1)C*)exp< p1cnlo= Fol)

gl
k
gl

_ ly — Foll?
(M'l1gll )" exp (—M/—2 :
lgl%,

for some constant M’ = M'(k, ¢, M, B) > 1. This concludes the proof of the theorem. [

\

p(y) =

v

3. The stochastic heat equation

In this section, we will recall some known facts about the stochastic heat equation on R¢ which
will be needed in the sequel. We will also prove an estimate involving the iterated Malliavin
derivative of the solution which, as far as we know, does not seem to exist in the literature (see
Lemma 3.4 below).

We remind that the mild solution to the stochastic heat equation (1.1) is given by the
F-adapted process {u(t, x), (¢,x) € [0, T] x Rd} that satisfies:

t
u(t, x) = (D) * up)(x) + /0 /R PG s,x = Yo Guls, Y)W s, d)

t
[ = sx = ybuts, ) dvds. 3.0
0 JRd
where ['(z, %) is the Gaussian kernel with variance 2¢ and the following condition is fulfilled:
T
o(T) = / /Rd |Z T (t)(&)1*(dg)dt < oo.

0

As mentioned in the Introduction, this is equivalent to say that

1
/Rd TR HE n(d§) < oo. 3.2)

Similarly as in [14, Lemma 3.1], one easily proves that, if (3.2) holds, then forall0 < 71 < 1p <
T:

1Y)
Cnn—m) = / /Rd | Z T (1)(E) P w(dé)d, (3.3)

for some positive constant C depending on 7. Let us also consider the following condition on
the spectral measure p, which turns out to be slightly stronger than (3.2).

(H;) For some n € (0, 1), it holds that:

1
A@d (4 ey ) = Foo.
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Under this hypothesis, it has been proved in [14, Lemma 3.1] that there is a constant C such
that, for any ¢ > 0:

t
/0 /R FLO@EPudg)ds < Cr' ™. (34)

We have already commented in the Introduction that imposing to have such an estimate seems
to be quite natural. In fact, if the space dimension is one and W is the space—time white noise,
Kohatsu-Higa [10] needed to use a bound of the form (3.4) with a term t1/2 on the right-hand
side (see [10, p. 439]). However, in the latter setting one gets such an estimate for free, while in
our general framework we are forced to assume (H,).

Remark 3.1. In the proof of the lower bound in Theorem 1.1 (see Section 4), the estimate (3.3)
will play an important role as well. This has prevented us from proving our main result for other
type of SPDEs, such as the stochastic wave equation (see Remark 3.5). Indeed, for the latter
SPDE, we do not have a kind of time homogeneous lower bound of the form (3.3) which, for
instance, has been a key point in order to conclude the proof of Proposition 4.3 below.

In order to apply the techniques of the Malliavin calculus to the solution of (1.3), let us
consider the Gaussian context described in Section 2.1. That is, let {W(h), h € 7} be
the isonormal Gaussian process on the Hilbert space 747 = L2([O, T1; #) defined therein.
Then, the following result is a direct consequence of [14, Proposition 2.4], [26, Theorem 1] and
[21, Proposition 6.1]. For the statement, we will use the following notation: for any m € N,

set § = (s1,....5m) € [0,T]", 2 = (G1,....2w) € RH", 5() = (s1,...,
Sj-1,8j41,...,8u) (resp. z(j)), and, for any function f and variable X for which it makes
sense, set

A"(f, X):=D"f(X)— f(X)D"X.

Note that A (f, X) = 0 form = 1 and, if m > 1, it only involves iterated Malliavin derivatives
up to order m — 1.

Proposition 3.2. Assume that (3.2) is satisfied and o, b € €°°(R) and their derivatives of order
greater than or equal to one are bounded. Then, for all (¢, x) € [0, T] x R4, the random variable

u(t, x) belongs to D°°. Furthermore, for any m € N and p > 1, the iterated Malliavin derivative
D™u(t, x) satisfies the following equation in LP ({2; %”T@m):

t
D™u(t,x) = Z™(t, x) +/ f 't —s,x—y)[A"(o,u(s,y))
0 JRA
+ D™ u(s, y)o'(u(s, y))IW(ds, dy)
t
+ / / I'(t —s,x —y)[A"™ (b, u(s, y))
0 JRY
+ D™ u(s, y)b'(u(s, y))ldyds, (3.5

where Z™(t, x) is the element of LP(§2; jfT@m) given by

m
Z"(t, x)5: = Zf(t — 855, X — Zj)D?E;)Tz(j)O'(M(Sj, Zj))-
j=1
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We remark that the Hilbert-space-valued stochastic and pathwise integrals in Eq. (3.5) are
understood as it has been described in the Appendix.

As far as the existence of a smooth density is concerned, we have the following result (see
[21, Theorem 6.2]).

Theorem 3.3. Assume that (3.2) is satisfied and o,b € €°°(R) and their derivatives of order
greater than or equal to one are bounded. Moreover, suppose that |6 (z)| > ¢ > 0, forall z € R.
Then, for every (t,x) € (0, T] x Rd, the law of the random variable u(t, x) has a €° density.

The following technical result, which will be used in the proof of Theorem 1.1, exhibits
an almost sure estimate for the conditional moment of the iterated Malliavin derivative of u
in a small time interval. As it will be explained in Remark 3.5, this result is still valid for a
slightly more general class of SPDEs, such as the stochastic wave equation in space dimension
d € {1, 2, 3}. Nevertheless, for the sake of simplicity, we will focus either the statement and its
proof on our stochastic heat equation (1.3).

Lemma3.4. Let0 <a <e <T,m € Nand p > 1. Assume that condition (3.2) is satisfied and
that the coefficients b, o : R — R belong to €°°(R) and all their derivatives of order greater
than or equal to one are bounded. Then, there exists a positive constant C, which is independent
of a and e, such that, for all § € (0,e — a]:

sup Ea(ID"u(r, y)II,fgw ) S C(2EN™,  as.,

(t,y)€[e—8,e]xR4 e—b.c

where we remind that t%”ﬁ'&"’e denotes the Hilbert space L2([e — 8, el; %) and, forall t > 0,
t
b(t) = / / |.FT(5)(¢)[* n(dg)ds.
0 JRA

Proof. We will proceed by induction with respect to m € N. First, let us observe that the case
m = 1 has been proved in [14, Lemma 2.5] (see also [26, Lemma 5]). Suppose now that the
statement holds forany j = 1, ..., m — 1, and let us check its veracity for j = m.

lete — 6§ <t <eandx € R?. Then, the conditioned norm of the Malliavin derivative
D™u(t, x) can be decomposed as follows:

E (| D™ u(t, x)|| ) < C(By+ B+ B3), as.

IS,
with
2 P
m—1 . =
B = /(e . Zf(t—s,, — %) DI o (ulsj, ) ds
Tem
(here, if we formally denote by (z1, ..., Zn) the variables of % @M the symbol x corresponds to
Zj)s

'@t —s,x = y)[A" (0, uls, y))

2p )
2@ ’
75,

Bz:Ea<

- Dmbt(S, y)U/(M(S, y))]W(d& dy)

Rd
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B3 ZEa<‘

— D"u(s, )b/ (u(s, y))dyds

t
/ / It =5, x — DA™ (B, us, ))
0 JRA

2p )
A

Let us start with the study of the term Bj. First, note that we must have thate —§ < s; < ¢, thus

m t
B1§CZE0</ ds,-/ ds(j)
j=1 e—3§ (e—8,e)m—1

p
x ||F(r—s,,~,x—*)D?(;)la(u(sj,*)>||;f®m> :

At this point, we can proceed as in the proof of [26, Lemma 2] (see p. 173 therein), so that we
can infer that

t p—1 ,t
B <C ( / Ji - r>dr) / sup Ea (10" 0 (u(rs Y)IP ans) It — r) dr.
e—§8 e

-8 yeRd ‘%—5,6

where we have used the notation J(r) = fRd |.Z T'(r)(£)|* n(d€). Precisely, we have used the
fact that I" is a smooth function, and then applied Holder’s and Cauchy—Schwarz inequalities.
Hence, we have that

B; < C(2(3))” sup Eo(ID" o (u(r. y)I1

®(m—1))' (36)
(r,y)ele—8,e]x R4 A se

In order to bound the above supremum, one applies the Leibniz rule for the iterated Malliavin
derivative (see e.g. [27, Eq. (7)]), the smoothness assumptions on o, Holder’s inequality and the
induction hypothesis, altogether yielding

— 2 _
wp  Ea(ID" o I o) < COEN™TIT, as,
(r,y)€le—8,e]xR4 e3¢

Plugging this bound in (3.6), we end up with
B < C(9(8))", as. 3.7

Next, we will deal with the term B,, which will be essentially bounded by means of
Lemma A.1, as follows:

t p—1 pt
e (/ 1@ —r>dr) [ tsuwp Ea1a7 s e )
e—38 e “Te=d.e

=8 yeRd

2
+ sup Eq(ID"uls, )| pen )1 (t = s)ds.
yERd “Te—d,e

Owing again to the Leibniz rule for the Malliavin derivative and noting that A™ only involves
Malliavin derivatives up to order m — 1, one makes use of the induction hypothesis to infer that

sup Eq(I1A" (0, u(s, ) en ) < C(BE)™,  as.
yERd e—8,e
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Hence,

B, < C(¢(T))p_1/ 6[(¢(5))m[7+ sup E, (D™ u(s, )’)|| gon (@ —s)ds
e— yeRd (= €

t
=G / [(2()™ + sup Eq(ID"u(r, y)ll pom NI (@ —s)ds,  (3.8)
e—§ (t,y)€le—8,s]x R4 de
almost surely, where C| denotes some positive constant.
Furthermore, using similar arguments, we can show that the term B3 is bounded above by:

e—8,e

/e B/Rd I —s,x = YIEIA™ (b, u(s, y))llf@)m )

+ Eq(ID™ u(s, y)llﬁ,@m )dyds

e—8.e

t
< C/ (2™ + sup E,(||D™u(, y)|| Sen Vs, as. (3.9)
e=s (7,y)ele—8,s]xR4 A5,

Here, we have also used that fRd I'(s, y) dy is uniformly bounded with respect to s.
Set

F(@r) = sup E.(| D" u(s, y)|| o ), tele—34,el
(s,y)€le—8,t]xR4 A5 e

Then, (3.7)—(3.9) imply that
t
F(t) < C2(2(8))"P + Ci f (N + F()IJ( —s)+ Dds, as.,
e—§

where C1 and C, are some positive constants. We conclude the proof by applying Gronwall’s
lemma [4, Lemma 15]. [

Remark 3.5. Lemma 3.4 still remains valid for a more general class of SPDEs, namely for those
that have been considered in the paper [4] (see also [21]). In these references, an SPDE driven by
a linear second-order partial differential operator has been considered, where one assumes that
the corresponding fundamental solution I satisfies the following: for all s, I'(s) is a non-negative
measure which defines a distribution with rapid decrease such that condition (1.4) is fulfilled and
sup I'(s, Rd) < +00.
0<s<T

As explained in [4, Section 3], together with the stochastic heat equation, the stochastic wave
equation in space dimension d € {1, 2, 3} is another example of such a type of equation. Finally,
we point out that the proof of Lemma 3.4 in such a general setting would require a smoothing
procedure of I" in terms of an approximation of the identity, which would make the proof longer
and slightly more technical; this argument has been used for instance in [26, Lemma 5].

4. Proof of the lower bound
In this section, we prove the lower bound in the statement of Theorem 1.1. For this, we are

going to show that, for any (¢, x) € (0, T] x R, u(t, x)is a uniformly elliptic random variable
in the sense of Definition 2.2. Then, an application of Theorem 2.3 will give us the desired lower
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bound. We recall that we are assuming that condition (H) is satisfied, the coefficients b and o
belong to 4,>°(R) and there is a constant ¢ > 0 such that |0 (v)| > ¢, forall v € R.

To begin with, we fix (¢, x) € (0, T'] xR?, we consider apartition0 =1 <t <--- <ty =t
whose norm converges to zero, and define:

n
Fy = (1) % o) (x) + /0 fR PG =5, x — Yo luls, MW s, dy)

Iy
+ / / I'(t —s,x —y)b(u(s, y))dyds.
0 R4

Clearly, F, is .%;,-measurable, for all n = 0,..., N, and note that Fy = (I'(¢) * up)(x).
Moreover, F, belongs to D* and, for all m € N and p > 1, the norm || F, ||, , can be uniformly
bounded with respect to (¢, x) € (0, T] x RY (see [14, Proposition 2.4], [26, Theorem 1], and
also [21, Proposition 6.1]). Moreover, it is clear that Fy = u(z, x).

The local variance of the random variable u(z, x) will be measured through the function
g(s) := I'(t — s). Then, observe that

ll‘l
Ap1(g) = / /Rd |F I (t =)&) u(dé)ds,
th—1
and this quantity is clearly positive for all n (see (1.5)).

Now, we aim to decompose F;, — Fj,—1 in the form I,,(h) + G, (see (2.2) in Definition 2.2).
For this, we observe that:

tn
F,—F,_ = / A{d I't—s,x—y)o(us,y)Wds,dy)
th—1
tn
+ / / I't —s,x —y)b(u(s, y))dyds. “.1)
h—1 R4
We then consider the point u,_1 (s, y) defined by:
Ih—1
Up—1(s,y) = / I'(s,y —2)up(z)dz +/ / I's—r,y—20o(rz2)W(dr, dz)
R4 0 R4
Th—1
# [ re =y = b dzdr
0 R4

where (s, y) € [t,—1, n] X R4, We clearly have that u,_1(s, y) is .%;,_,-measurable and belongs
to D°°. Moreover, observe that we can write:

tﬂ
Fo— Fyy = / /H; It = 5,x = )0 n_1(5, y)W(ds, d)
Ih—1 .
th
+ / / I't —s,x —y)b(u(s,y))dyds
h—1 R4

In
+ / /Rd It —s,x —y)lo(uls, y) —oup—1(s, y))IW(ds, dy).
Tn—1
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Hence, we obtain an expression of the form (2.2), where

t’l
I(h) = / f h(s, )W(ds,dy) with h(s. y) = It — 5, X — )0 (Un_1(s, )
ti—1 d

Gn =Gl +G?> where

1 : (4.2)
Gl = / /Rd I'(t —s,x = y)b(u(s, y)) dyds,
In—1

n
G, = / /Rd It —s,x = y)louls,y) —oup—1(s, y))IW(ds, dy).
-1

The remaining of the section will be devoted to prove that conditions (H1), (H3) and (H4) in
Definition 2.2 are satisfied. Observe that the fact that ||A]|;,_, ;, is bounded in @ will be a direct
consequence of the analysis of condition (H3) (see Lemma 4.2 below), which, together with what
it has already been commented, shows that all the conditions in (H2) are fulfilled.

To start with, the next lemma shows that (H1) is satisfied.
Lemma 4.1. For allm € N and p > 1, there exists a constant C such that:

ti_1.tn 2-n
”Gn”m,p =< CAnfl(g) 2 a.s., (4.3)
where n € (0, 1) is the parameter of hypothesis (H,)).

Proof. Note that it suffices to show that, for all p > 1 and all integer j > 0, we have:

. pQ2—n)
E (1D Galllyon ) < CAp1(0) "7

n—1-n

According to the above decomposition (4.2), we need to seek upper estimates for the terms

E, (1D Gyl e ) and Ey,  (ID/GRI" en ).

n—1-In In—1-In
For this, we split the proof into three steps.

Step 1. Let us first deal with the term G . Indeed, by Minkowski’s inequality and the fact that I"
is a Gaussian density, we obtain:

. 1 In : 1
B 1D/ G pon P = [ [ 1= 53 = 3B Db DI, )P dyds
In—1:In th—1 Rd %n—] »In

A 1
<C sup sup(E,_  |ID/bus, I’ o )7

In—1=S=<In yeRd [

n
X / f I'(t—s,x —y)dyds
In—1 R4

~ 1
C sup sup (Et,,,l ||Djb(u(s, )’))”Zf@ )P (th—1 — ty).

th—1=8=<ty ye]Rd ety _1:tn

The above supremum can be simply bounded by a constant C(7"). In fact, one just needs to apply
the Leibniz rule for the Malliavin derivative together with the smoothness of b and the estimate
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given in Lemma 3.4. Altogether, we have that

; 1
(Bt ID7 Gyl pen )7 < Cltnmt —tn) < C((t = ty—1) = (t = 1)

n—1-In

IA

CAn-1(g), (4.4)

where the latter bound follows applying (3.3).

Step 2. The remaining of the proof is devoted to analyze the term G,%. Precisely, in this step we
check that, for all s € [t,—1,%,] and y € R4, the random variable X (s, y) = o(u(s,y)) —
o (un—1(s, y)) satisfies:

sup sup Ey, (107X (s, 91”0, )= C Ot —tin)? s *5)

J
h—1=S=Ip yeRd Ttp—1:n

Let us first prove the above statement for j = 0, which means that we need to control the
moments of X (s, y), conditioned to .%#;,_,. Indeed, taking into account the equation satisfied by
u, the definition of u,_; and the fact that b and o are assumed to be bounded, we can infer that,
up to some positive constant:

p)

Ep, (1X (s, NIP) = E(lu(s, y) — un—1(s, »IP)

Ey, ( f / I'(s —r,y —2)o(ur,2)W(dr,dz)
th—1 R4

P
o |

< B(s—ty1)T 4 (5 — ty_1)?
P
¢(tn - tn—l) 2,

IA

/ / I'(s—r,y—2)b(u(r, z))dzdr
h—1 R4

IA

upon recalling again (3.3).
Let us now assume that j > 1. Then, we simply have:

E ((ID' X NI ;) = C(Ey (1D 0 I o5 )

In—1-In Tp—1:tn

+ By, (1D 0 unr (s )N o; )

The first term on the right-hand side above can be bounded applying Leibniz rule for the
Malliavin derivative and Lemma 3.4. Thus,
; i 14
E, (D70 s, I’ o ) <C Pty —ty-1)? < C Dty —1,-1)2  as. (4.6)
In—1-In

On the other hand, by definition of u,_1 (s, y), we have that:

Ey, (1D o (up—1(s, y)I” )

%,;@jl,ln
; 2 £
=E,_, / Z I(t—r,x — *)Dr!(;)‘o(u(rl-, *)) ai | 4.7
[th—1.ta] || i =1 R
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where we have used the analogous notation as in the statement of Proposition 3.2. Note that
the %Sjljn -norm of the integral terms that would appear in the expression for D/u, (s, y)
vanish; this is because, when defining u, 1, we have used integrals up to t,_1 (in order to make
the resulting variable .%; | -measurable). At this point, we observe that the right-hand side of
(4.7) corresponds to the term Bj in the proof of Lemma 3.4 (in the case a = t,_1, ¢ = 1y,
8 = t, —tp—1 and m = j). Therefore, we can infer that (4.7) is bounded by &(t,, — tn_l)g. From
this observation, together with (4.6), we conclude that (4.5) is fulfilled.

Step 3. Let us finally prove the lemma’s statement. As before, first we tackle the case j = 0.
Indeed, by standard estimates on the stochastic integral and (4.5) in Step 2, we have:

p p
E, (IGhP) < C Ay 1()T Oty — ta-1)?,  as.
On the other hand, if j > 1, we obtain that, up to some positive constant:

E,  (ID'GRI" oy )

Sy —1stn

. 2 5
J )
<E,_, / N I —rix — 9D X (i) dr
[tn—1.t2] || ;=1 D
I ‘ p
+E;, | ‘ / / I't—s,x—y)D'X(s, y))W(ds, dy)
th—1 R4 jf@’j
In—1-In

These terms can be estimated using exactly the same method considered in the proof of
Lemma 3.4 to deal with By and B;. Hence, by (4.5), we end up with:
, p r
E, (ID7GRI" o )< CAu1(8)2 Oty —1a—1)?.  as.

“In—1sIn
At this point, we make use of hypothesis (H,) and then (3.3), so that we have &(z, — t,_1) <
C Au_1(g)'=". Thus,

pQ2-n)

)<CA,—1(g) 2 , as.

E,  (ID/GRI" o

In—1-In
From this, together with (4.4) in Step 1, we conclude the proof. [

Condition (H3) in our setting is an immediate consequence of the following result. Recall
that here the element 4 in (H3) is given by h(s,y) = I'(t — s, x — y)o (up—1(s, y)), with
(5,¥) € lta—1, ta] x R

Lemma 4.2. There exist two positive constants C1 and C, such that

i
asmq@”/|wm%wsq,a&
h—1

Proof. First, let us observe that, since o is bounded and I is a test function in the space variable,
we have:

In
/ ds/ A(dy)/ dzI'(t —s,x —2)
ta1 d R4

XI'(t —s,x =2+ y)o(up—1(5,2))0 (Un—1(5,2 = y))
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lil
<C / ds/ A(dy)/ dzIl'(t —s,x —2) 't —s,x —z+Y)
th—1 R4 R4

In
=C / /Rd |FT(t — ) Pu(E)ds = Ay_1(g) < +oo. (4.8)
Ih—1

As it has been pointed out in the proof of [7, Proposition 2.6], this implies that the first expression
in (4.8) is precisely equal to || ||z2,1, .1,- In particular, we obtain the upper bound in the statement.

In order to get the lower estimate, let us simply observe that, in (4.8), we have
0 (Un—1(5,2))0 (Un—1(s, 2 — y)) = ¢,

for all s, y, z, where we remind that ¢ > 0 is a constant satisfying |o (v)| > ¢ for all v € R. Thus,
we conclude the proof. [

Finally, the following result proves condition (H4), which we recall that implies, in particular,
that F;, has a smooth conditional density.

Proposition 4.3. For any p > 0, there exists a constant C such that:

E,,, (IDUn(h) + pG)[;.2 ) < C Auei(9) P as., (4.9)
forall p € (0, 1].

Proof. As it has been similarly done in the proof [21, Theorem 6.2], we note that it suffices to
show that, for any ¢ > 2, there exists g = €g(g) > 0 such that, for all € < €¢:

Py, (AL @ IDUn () + pGu)ll%, <€} < Cel as. (4.10)

Indeed, if we set X = A;_ll(g) DI, (h) + pGn)||éf , then we have:
Cly—1:tn

*° 1
E, (X7P) :f pyp_lP,n_] {X < —} dy as.
0 y
Choosing ¢ sufficiently large in (4.10) (namely ¢ > p), we conclude that (4.9) is fulfilled, and
hence the statement of hypothesis (H4).

So the rest of the proof is devoted to prove (4.10). First, we observe that the term ,,(h) + p G,
can be split as follows:

In(h) + pGp = p(In(h) + Gp) + (1 = p)In(h) = p(Fy — Fu1) + (1 = p)u (h).

Thus, by definition of I, (k) and using the expression (4.1), we have, for all » € [t,—1, t,]:
Dy (In(h) + pGy) = p {F(t —r.x —*)o(u(r, %))
+ /:n /Rd I'(t—s,x—y)o (u(s,y)Dru(s, y)W(ds, dy)
+ /tn /Rd I'(t —s,x — y)b'(u(s, ¥))Dru(s, y) dyds}
r

+(1-p) {F(t —1,x — %o (Up—1(r, %))
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Iy
/
+ / / It —s,x—y)o (up—1(s,y))
r R4

X Dyuy—1(s, y)W(ds, dy)} . 4.11)

At this point we assume, without any loss of generality, that o is a positive function, and we write
00 := inf,cR o (v). Then, for any small § > 0, we can argue as follows:

17t = x —o0ll7 s, = oLt — . x —%)ag+ (1 — p)I'(t — . x —*)ooll} _s.,.

In
= / dr/ A(dz)/ dy[pl'(t —r,x — y)og
tp—8 R4 R4
+ (= p) ' —r,x — y)ool

X [pl'(t—r,x —y+2)og
+(0=p)(t—r,x—y+2)o0]
th
< / dr / Ad2) / dylol(t — r.x — y)o (u(r, y))
) R4 R4

1,
+ (1 =p) [t —r,x —y)o (Up—1(r, ¥))]
x[pl(t —r,x —y+2)or,y))
+( = p)I(t —rx—y+2)0y_1(r, )]
= |lpl'(t — -, x — %) (u(-, x))
+ (1= )Lt — - x — 00 U1 D2 s, .

The latter equality follows because the random field inside the norm is non-negative and a well-
defined element of J77, a.s. (see e.g. [7, Proposition 2.6]). On the other hand, by (4.11), we have
that:

IpT(t = x =00 (%) + (1= )L = - x =)0 @n1 D7 s,
3
< CUIDUn () + Gy, 5.5, + C2 ) IR 5.5,
i=1

for some positive constants C1, C» independent of p, where:
Ry = /tﬂ /Rd I'(t —s,x — y)o'(u(s, y))Du(s, y) W(ds, dy),
Ry = /tn /Rd It —s,x — y)b'(u(s, y))Du(s, y)dyds,
Roim [ [P0 =55 = 00 015030 D 0 Wids ),

Hence, we have seen that, for any § € (0,1, — #,—1):

3
IDUn(h) + pGIF 54, = C1lo(®) — C2 > IRill7 5, as. (4.12)

i=1

where we have used the notation Ip(§) = r:L(S Rd |FT(t — r)(§)|2u(d$)dr. Moreover, we
have applied that there is a constant ¢ > 0 such that |0 (v)| > ¢, forall v € R.
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In order to get suitable estimates of the probability in (4.10), we will make use of (4.12), so
that we need to bound the pth moments of || R; ”tzr 5., for p > 1. First, applying Lemmas A.1
and 3.4, we get:

In

2
B (IR 5, ) (4.13)

2p
= Etn—l ‘
In—38,1y
In

< C I / sup Ey,_, (|1 Duts. 1”5, /R NFLG = 9@ P pds) ds

ty -4 ZERd

2
<CI®)” sup sup B, (|Du(s. ;")

ty—8=<s<ty ZER{[
< CIy(8)? ¢(85)*. (4.14)

Similarly, appealing to Lemma A.2 and again Lemma 3.4, we obtain:
2p
ty—8,tn )
t)l

2
E, (IRl 5.,)
=cho " [ s By (DG, DI ,) /R s, 2)deds

t’l
/ / I(t—s,x —z)a'(u(s, 2))Du(s, z) W(ds, dz)
t—8 JR

= Etnfl (‘

In
/ / I'(t—s,x —2)b (u(s, 2))Du(s, z) dzds
th—8 JRE

tn_‘S ZERd
< CIp($)P (5", (4.15)
where
In
IH(8) = / / I'(t—s,z)dzds < C3, (4.16)
t,—8 JRY

upon recalling that " is a Gaussian density.
The analysis of the term R3 is very similar to that of R;. However, one needs to observe first
that, by the very definition on u,_1, for all » € [#,—1, t,] we have:

Dyutn_1(s,y) = T'(s —r,y —=®)o(r, ), (s,y) €[r, 1] x R,
Thus, using that ¢ is assumed to be bounded, one simply has that, for all s € [t, — §, #,,] and
y € R%:
tn
I Dup—r (5. 17,5, < C / ]ﬂ; T (s =)@ Pude)dr
1n—8
C 9(5).

IA

From this, we conclude that

2
E,,  (IR31;”5.,) < C Io(8)? $(5)”. 4.17)
Therefore, putting together the estimates (4.14)—(4.17), we have that:

3
> B, (R 5,) < C 8 (o) + 1h3)")  as.
i=1
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At this point, taking into account this estimate and (4.12), we apply the (conditional)
Chebyshev’s inequality, yielding:
P, (A (@ IDUL(h) + pGWl;,_, .. < €}
<P, {40, (@ IDUn(h) + pGu)I} 5., < €}
lo(d) - _ _
SC(Ci———= €] (Quaa(@) " 2P0 + 1h()P) as.
An—l (g)

Now, taking a small enough € if necessary, we choose § = §(€) in such a way that % % =

}el. In particular, observe that condition (3.3) implies that ¢ > C A@ Thus, since 1, < t, we
ave:

>
IA

th
Cedni(g)=Ce / / \FL( - (&) Pulds)ds
th—1 R4

IA

t
Cef / |ZT(t — $)(&)*u(dE)ds < C &(T)e < Ce,
0 Jrd

where we recall that we are assuming ¢(7) < +oo. Therefore, by hypothesis (H,) and
conditions (3.3) and (4.16), we can infer that:

P, A (@ IDUn(h) + pG) 2, <€} < C DB 1y(8) P Io(8)” + lp(8)P)
< csPU=m < cep=m,

In order to obtain (4.10), it suffices to choose p sufficiently large such that p(1 — 1) > g. The
proof of (4.9) is now complete. [

We can conclude that, in view of Definition 2.2, the random variable F = u(¢, x) is uniformly
elliptic. Therefore, by Theorem 2.3, we have proved the lower bound in Theorem 1.1.

5. Proof of the upper bound

This section is devoted to prove the upper bound of Theorem 1.1. For this, we will follow a
standard procedure based on the density formula provided by the integration-by-parts formula of
the Malliavin calculus and the exponential martingale inequality applied to the martingale part
of our random variable u(z, x) for (¢, x) € (0, T] x R9 (this method has been used for instance
in [19, Proposition 2.1.3] and [9,5]). We remind that we are assuming that the coefficients b and
o belong to ‘Kb‘” (R). Moreover, we have that:

'
u(t,x) = Fy —i—/ /d I't —s,x —y)o(u(s,y)W(ds, dy)
0 JR

t
+ / / I'(t —s,x —y)b(u(s, y))dyds, as., 5.1
0 JRre
where Fo = (I'(t) * ug)(x).

To begin with, we consider the continuous one-parameter martingale {M,, %,, 0 < a < t}
defined by

M, = faf It —s,x = y)o(u(s,y)) W(ds, dy),
0 JR4
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where the filtration {.%,, 0 < a < t} is the one generated by W. Notice that My = 0 and one has
that

(M) =1t = -, x =)o (-, %) l.7-

Since ¢ is bounded, we clearly get that (M); < c¢> @(¢), a.s. for some positive constant ¢, (see
for instance [4, Theorem 2]).

On the other hand, since the drift b is also assumed to be bounded and I'(s) defines a
probability density, we can directly estimate the drift term in (5.1) as follows:

t
/ / I't—s,x—y)b(u(s,y)dyds| <c3T, as. (5.2)
0 JRA

We next consider the expression for the density of a non-degenerate random variable that
follows from the integration-by-parts formula of the Malliavin calculus. Precisely, we apply
[19, Proposition 2.1.1] so that we end up with the following expression for the density p; x
of u(t, x):

Prx(¥) = E[{u,x)>y)8(Du(t, x) || Dult, x)ll;é)], y €R,

where § denotes the divergence operator or Skorohod integral, that is the adjoint of the Malliavin
derivative operator (see [19, Ch. 1]). Taking into account that the Skorohod integral above has
mean zero, one can also check that:

Prx(¥) = —E[Lju@ x)<y16(Du(t, x) IIDM(I,X)II;%)], yEeR.
Then, owing to (5.1), [19, Proposition 2.1.2] and the estimate (5.2), we can infer that:
Pix(¥) < capgPlMi| > |y = Fol — 3T}/
-1 2 -2
X (ElIDutt, )| ol + 1D7ut, )l o . o2y M Dult, ) | e s (), (5:3)

where «, 8, ¢ are any positive real numbers satisfying & + % + Cll = 1. Thus, we proceed to
bound all the terms on the right-hand side of (5.3).

First, by the exponential martingale inequality (see for instance [19, Section A2]) and the fact
that (M); < cp ®(t), we obtain:

(ly — Fol — c3T)?
P{{M;| > |y — Fol — 3T} < 2exp (—

(1)
Second, we observe that the following estimate is satisfied: for all p > 0, there exists a constant
C, depending also on T, such that:

54

E(IDu(t, )|5,") < C &(1)~7. (5.5)

Indeed, this is an immediate consequence of Proposition 4.3: one just needs to consider, in (4.9),
p = 1, n = N and replace f,_1 by 0. Then, letting p = % and p = B in (5.5), we have,
respectively:

B[l Du(t, 0541 < C o)~ and [[|Du(t, x) 57 50y < C 27" (5.6)

Finally, Lemma 3.4 implies that

1D%u(t, )l g o2, < € B(0) < C D)2, 57)
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where the latter constant C depends on 7. Hence, plugging estimates (5.4)—(5.7) into (5.3) we
end up with:

Iy = Fl —C3T)2>
cD(1) '

where the constants ¢; do not depend on (¢, x). This concludes the proof of Theorem 1.1.

Prx(y) <1 o) 1? exp(
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Appendix

This section is devoted to recall the construction of the Hilbert-space-valued stochastic
and pathwise integrals used throughout the paper, as well as to establish the corresponding
conditional L”-bounds for them. This is an important point in order to consider the linear
stochastic equation satisfied by the iterated Malliavin derivative of the solution of many SPDEs
(for a more detailed exposition, see [27, Section 2] and [28]).

More precisely, let o7 be a separable Hilbert space and {K (¢, x), (¢,x) € [0, T] x R} an
o7 -valued predictable process satisfying the following condition:

sup E(IK(@, x)7)) < 400, (A.D)
(1,)€[0,T1x R4

where p > 2. We aim to define the <7-valued stochastic integral

t
G-W, = / / G(s,y)W(ds,dy), tel0,T],
0 JRd

for integrands of the form G = I'(s,dy)K(s, y); here we assume that I" is as described in
Remark 3.5. In particular, [ satisfies condition (1.4), that is:

T
f f |\ ZT(1)(&)*(dE)dt < +oo.
0 R4

Note that these assumptions imply that G is a well-defined element of L2(Q x[0,T]; 7 Q@ ).
Recall that we denote by {%#;, t > 0} the (completed) filtration generated by W. Then,
the stochastic integral of G with respect to W can be defined componentwise, as follows: let
{ej, j € N} be a complete orthonormal basis of </ and set G/ = I'(s, dy)Kj(s, y), where
KI(s,y) = (K(s,¥),€j)er, j € N. We define

G'Wt :ZZGj'Wt,
jeN

where G/ - W, = fé Jga T'(s, Y)K (s, y)W(ds, dy) is a well-defined real-valued stochastic
integral (see [27, Remark 1]). By (A.1), one proves that the above series is convergent in
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LZ(Q; ) and the limit does not depend on the orthonormal basis. Moreover, {G - W;, %, t €
[0, T']} is a continuous square-integrable martingale such that

E(IG - Wrll2)) = E(IGI30.)-

We also have the following estimate for the pth moment of G - W, (see [27, Theorem 1]): for all
te€[0,T],

t
E(IG - WiI”) scpsb(z)f—‘/o sup E(IK (s, )l17,)J s) . (A2)
xeR

where we remind that
t
(1) :/0 A;d |\ ZI(s)(€)|* n(dE)ds and  J(s) = /Rd |\ Z T (s)(&) n(dt).
Next, we consider a conditional version of (A.2).

Lemma A.1. Forall p>2and 0 <a <b < T, we have:

ENG - Wy — G - Wl | 4]

b
< Cp(D(b) — Dla))i ™! / sup E[IK (s, )17 J(s)ds,  as.

a xeRd

The proof of this result is essentially the same as its non-conditioned counterpart (A.2), except
of the use of a conditional Burkholder—Davis—Gundy type inequality for Hilbert-space-valued
martingales.

Let us now recall how we define the Hilbert-space-valued pathwise integrals involved in the
stochastic equations satisfied by the Malliavin derivative of the solution. Namely, as before, we
consider a Hilbert space ./, a complete orthonormal system {e;, j € N}, and an </-valued
stochastic process {Y (¢, x), (¢,x) € [0, T] x R?} such that, for p > 2,

sup  E(|Y(1,0)]%)) < +o0. (A.3)
(t,x)€[0,T]1xR4

Then, we define the following pathwise integral, with values in Lz(Q; A):

t t
7 :=/0 /Rdns,y)ns,dy)ds Z,ZN(/O /Rdms,y),ejm F(s,dy>ds> e,

te[0,T],

where I' is again as general as described in Remark 3.5. Moreover, a direct consequence of the
considerations in [25, p. 24] is that:

t p—1 pt
E(1 A% < ( f F(s,R")ds) / sup E([Y (s, 2)I17,) I'(s, R) ds. (A4
0 0

zeRd

In the paper, we need the following straightforward conditional version of the above estimate
(A4).
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Lemma A.2. Let p > 2. Then, for any o-field 4, we have:

IA

t p—1 pt
E[717,14] (f F(S,Rd)ds) /sup E[Y(s. 217191 1(s,R) ds,  as.
0 0

zeR4
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