
Year : 2018/19

8025 - Intelligent Interactive Systems- MSc
32489 - Computational Semantics

Syllabus Information

Academic Course: 2018/19

Academic Center: 802 - Official Postgraduate Programme in Information Technology, Communication and
Audiovisual Media

Study: 8025 - Intelligent Interactive Systems- MSc

Subject: 32489 - Computational Semantics

Credits: 5.0

Course: 1

Teaching languages: Theory: Group 1: Pending

Teachers: Carina Helga Silberer

Teaching Period: Quarterly

Presentation

This course provides the basics of how natural language meaning is modeled in Computational Linguistics / Natural
Language Processing. We will analyse the relevant semantic phenomena (focusing on word and sentence meaning) and
approaches to tackling them, especially data-driven---empirical and Machine Learning---methods. We will begin with
traditional approaches to computational semantics, reflect on one particular issue (word meaning) and move to recent
approaches in distributional semantics and neural networks. Along the way, we will learn the basic methodology of
Machine Learning and strengthen the student's skills in using computational and quantitative tools (in class, we will use
Python and Python-based toolkits, such as NLTK).

Associated skills
• Analytical skills (problem solving, data analysis).
• Machine Learning methodology.
• Basic programming (Python, NLTK).

Learning outcomes

The student will acquire:

• a deeper understanding of semantics and how Computational Linguistics can contribute to its study;
• knowledge of the basic methodology of Machine Learning (with---depending on the students' interests---a focus on

neural networks
• familiarity with quantitative and computational methods to approach semantic problems.

Prerequisites
• Natural Language Processing / Computational Morphosyntax course strongly recommended, but not required.
• Previous programming background not required (but very welcome).



Contents
1. Traditional computational semantics

• Practical exercise: Agreeing on semantic categories and inter-annotator agreement.
2. Machine Learning for computational semantics

• Practical exercise: Machine Learning for Word Sense Disambiguation.
3. "You shall know a word by the company it keeps!" (Firth, 1957): Distributional semantics

• Practical exercise: Building and analysing a semantic model from text corpora.
4. The neural networks / deep learning revolution.

• Practical exercise: Training and analysing a neural network semantic model
5. Beyond words and sentences: Reference, multimodality, discourse, dialogue.

Note: The focus on the different topics will be based on the students' interests.

Teaching Methods

The class will be based on lectures, readings, student presentations, and practical exercises. The exercises will build on
one another. Some of them will consist of both, a theory-based, analytical task and a programming task, and the students
can choose to practically work on both or focus only on one of these tasks. The students will present the outcome of the
exercises in the final class of the course, and write an essay summarizing their findings. They will also be expected to
present / lead the discussion of one or more of the readings.

Evaluation
• Practical exercises, presentation, essay: 70%
• Presenting / leading the discussion of one of the readings, participation in reading discussions: 30%
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