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Preface

Data from survey research contain both random and systematic errors, which are
attributable to a range of factors. In attitude surveys, for instance, random error is a
consequence of mistakes made by the respondent, interviewer and others in recording
the answers. Systematic errors in contrast can arise from ‘faulty’ questions or different
reactions of respondents to the chosen methods, thus generating biased answers. In a
comparative context, measuring and correcting for errors is exacerbated by the fact that
the size of these different error components may vary cross-nationally, resulting in
reduced comparability of findings.

The aim of the here reported part of the Joint Research Action (JRA3),
developed in the context of the ESS Infrastructure research, is to estimate the size of
these different error components and to propose correction procedures so that a higher
degree of equivalence can be achieved across data from different countries. Not all
aspects of data quality are easy to measure or evaluate. Among the most widely used
quality criteria are reliability, validity, extent of item non-response, relative bias and
response effects, misunderstanding of questions, and problems in the interaction
between interviewer and respondent. A large body of research has been undertaken into
the sorts of question which are particularly error-prone in relation to one or more of
these criteria, several of which have tested alternative formats and wordings by means
of ‘split ballot experiments’ (Schuman & Presser 1981; Krosnick & Fabrigar,
forthcoming). Meanwhile, non-experimental studies have investigated the effect of
question characteristics on item non-response and bias (Molenaar 1986), and
longitudinal studies (with test-retest designs) have evaluated the effects of question
design on the reliability of responses (Alwin & Krosnick 1991). ‘Multi-Trait Multi-
Method” (MTMM) studies have in turn evaluated the effects of question design on
reliability and validity (Andrews 1984; Koltringer, 1995; Scherpenzeel 1995;
Scherpenzeel & Saris 1997).

Most MTMM studies have concentrated on the effect of one factor on the
distribution of the variable of interest, but a few have employed meta-analysis of
MTMM studies to determine the effects of alternative design choices during the
development of questions on reliability and validity (Andrews, 1984, Cote and Buckley
(1987) and Lance, Dawson, Birkelbach and Hoffman (2020) Koltringer, 1995;
Scherpenzeel 1995; Scherpenzeel & Saris 1997). Recent meta-analysis covering all
available MTMM experiments directed at the quality of single questions (Saris and
Gallhofer, 2007) has been used to develop a program for predicting the quality of
survey questions, the Survey Quality Predictor (SQP). Using this program (Oberki et al
2004), the question designer codes the choices they have made in developing the survey
item, and the program employs these codes to estimate the reliability, validity and ‘total
quality’ of that item. This approach has been applied during the questionnaire design
process of each Round of the ESS.

The major added complication of cross-cultural surveys is that an estimate of the
reliability (random error) and validity (systematic error) of questions is required for
each different language. Otherwise the results cannot properly be compared. Indeed,
we have tentatively begun such an evaluation programme in the second Round of the
ESS, which will provide data on the quality of survey questions in more than 20
countries and languages. We proposed to develop this work as part of JRA3, extending
the SQP program (including the necessary databases) to predict data quality in different
languages and to include questions that have not so far been studied. An important aim
is to develop procedures that improve the comparability of results from different
countries. Such a program is still in development, but the groundwork has been done.
Its further development will be invaluable not just for the ESS but also for other cross-
national surveys in Europe and beyond.



Before the start of the ESS, 87 MTMM experiments in three languages had ever
been carried out (Corten et al, 2003). The 300 ESS experiments (around 16 in each of
around 25 countries) have now added considerable weight to this work. This work was
done by the research group of Willem Saris at ESADE.

In order to estimate the correction factors for measurement errors, we had to
conduct a meta-analysis of the findings of the experiments and apply it to ESS data
from all participating countries, together with data on question characteristics. Only in
this way will we generate a suitable formula for predicting the quality of questions. The
analytic work of this task is carried out by research of the Research and Expertise
Centre for Survey Methodology (RECSM) at the Universitat Pompeu Fabra.

This report will discuss the following topics. In chapter 1 we discuss the
characteristics of questions which have been found in the past to have an effect on the
quality of the questions. Chapter 2 introduces the adjustment of the MTMM design for
the ESS. In chapter 3 we will describe the experiments which have been done in the
ESS rounds 1-3 and indicate which characteristics have been varied in these
experiments by purpose and which have been different across countries for other
reasons. In chapter 4 we will discuss the problems we encountered in the estimation
procedures of the ESS MTMM experiments and we will discuss the solution we have
developed for these problems. Chapter 5 discusses the results with respect to the quality
of the collected questions in the ESS experiments across the different countries. In
Chapter 6 we discuss the prediction procedure with respect to the quality of the
questions implemented in the new version of the SQP program. In chapter 7 the
program SQP version 2 is introduces and illustrated. In the last chapter we will draw
some conclusions from the obtained results and indicate what the next steps should be
for future research in this context.

Finally we would like to thanks all people who have made this work possible.
First of all, we would like to thank the European Commission that has subsidized this
research. Secondly, we would like to thanks the colleagues of the ESS which have had a
lot of patience with us to produce the results reported here. Thirdly we thank the
National coordinators in all the countries which have put a lot of efforts in to collect the
extra data for our research. We are also very grateful to all respondents performing the
extra tasks we have asked from them. A group of people that did important work for us
was the group of coders of all the questions in the different languages. Finally we would
like to thank ESADE and the UPF for the facilities they have provided us to do this
work. We are very grateful for all the cooperation we have received over the last 4 years
by all the people mentioned here and the ones we did not mention by mistake.

Barcelona, 29 December 2011 Willem Saris



Chapter 1

Summary of earlier studies with respect to characteristics of
survey questions which influence the quality of single
questions’

Willem E. Saris

Irmtraud Gallhofer

When designing questionnaires, many choices have to be made. Because the
consequences of these choices for the quality of the questions are largely unknown, it has often
been said that designing a questionnaire is an art. To make it a more scientific activity we need
to know more about the consequences of these choices. In order to further such an approach we
have:

¢ made an inventory of the choices to be made when designing survey questions and
created a code book to transform these question characteristics into the independent
variables for explaining quality of survey questions;

e assembled a large set of studies that use Multi-Trait Multi-method (MTMM)
experiments to estimate the reliability and validity of questions.

e carried out a meta-analysis that relates these question characteristics to the
reliability and validity estimates of the questions.

On the basis of the results of these efforts we have constructed a database. This data base
contains at present 1023 measurement instruments based on 87 experiments conducted on
random samples from sometimes regional but mostly national samples of 300 to 2000
respondents. The database contains information on studies of reliability and validity of survey
questions formulated in three different languages: English, German and Dutch. The purpose of
this study was to generate cross national generalizations of the findings published so far drawn
from national studies. This analysis provides a quantitative estimate of the effects of the
different choices on the reliability, validity and the method effects.

1.1 Introduction

The development of a survey item demands that many choices be made. Some of
these choices follow directly from the aim of the study - such as the choice of the actual
domain of the survey item(s) - e.g., church attendance, neighbourhood, etc. - and the
conceptual domain of the question - e.g. evaluations, norms, etc. As these choices are
directly related to the aim of the study the researcher doesn't have much freedom of
choice. But there are also many choices that will influence the quality of the survey
item and are not fixed. These choices have to do with the formulation of the questions,
the response scales and additional components such as an introduction, a motivation
etc., the position in the questionnaire and the mode of data collection.

The effects of several of these choices on the response distributions have been
studied in many ways by many people. The following studies provide typical examples
of studies of response effects: Belson (1981), Sudman and Bradbum (1982), Schuman
and Presser (1981), Billiet et al. (1986), Molenaar (1986), Presser and Blair (1994),

' The extended report on which this chapter is based can be found in Saris W.E. and I.N.Gallhofer (2007)
Design, evaluation and analysis of questionnaires for survey research. New York, Wiley.



Forsyth et al. (1992), Esposito et al. (1991), (1997), Sudman et al. (1996), Van der
Zouwen (2000), Graesser et al. (2000), Tourangeau et al. (2000).

In most of these approaches, the research is directed to problems in the
understanding of the survey items by the respondent. The hypothesis is that problems in
the formulation of the survey item will affect the quality of the responses but the
standard criteria for data quality, such as validity, reliability and method effect are not
directly evaluated.

Campbell and Fiske (1959) suggested that validity, reliability and method effects
can be evaluated if more than one method is used to measure the same traits. Their
design is called the Multitrait Multimethod of MTMM design. In psychology and
psychometrics much attention has been paid to this approach. For a review, we refer to
Wothke (1996) and Eid and Diener (2006). In marketing research too, this approach has
attracted much attention (Bagozzi and Yi 1991). In survey research, this approach has
been applied by Andrews (1984). Andrews (1984) also suggested using meta-analysis
of the available MTMM studies to determine the effect on the reliability, validity and
method effects of different choices made in the design of survey questions.

His suggestion is relevant because it is not possible to derive general conclusions
from single MTMM studies. All variations in methods studied are placed in a specific
context i.e., a specific mode of data collection, specific variables, specific question
structures etc. A meta analysis of a large enough series of MTMM studies can allow an
estimation of .the different effects of the choices made in question design on the
reliability, validity and method effects of survey questions. That is the research that has
been done by Saris and Gallhofer (2007) as will also be reported below.

So this study deviates in two points from the above mentioned studies. In the
first place we concentrate on the reliability and validity of survey questions and not on
the response distributions. Secondly, we do a meta analysis across a large number of
MTMM studies to derive general statements about the effects of the choices on the
reliability and validity by a multivariate analysis

All MTMM experiments, based on at least regional random samples, performed
in the period between 1979 and 1997, known to us, have been collected. These studies
come from Andrews (1984) and Rogers, Andrews and Herzog (1992) in the US;
Koltringer (1995) in Austria, Scherpenzeel and Saris (1997) in the Netherlands and
Billiet and Waege (1989, 1997) in Flanders (Belgium). The MTMM experiments were
conducted in ongoing survey research. Some questions from the surveys were chosen to
be repeated using a different method at the end of the substantive study. This means that
the experiments were directed to evaluate single questions and not composite scores as
more frequently has been done (Bagozzi and Yi 1991). This limits the number of data
sets included in this study. In total, 87 MTMM studies have been found containing 1023
survey items in three languages: English, German and Dutch. A meta-analysis of these
87 studies will be reported. An overview of studies has been presented in the Appendix.

Looking at the coding systems used in the different countries Scherpenzeel
(1995) came to the conclusion that the results of these studies could not be compared
due to the lack of comparability of the coding systems used. Therefore, all questions of
these studies have been coded again, using the same coding system. The choice of the
variables to code the questions can be found in Saris and Gallhofer (2007). The
codebook used in this study can be obtained from the authors." Here we will present
only a short overview of the variables generated by the coding system of the choices
made in designing a survey question used in this cross national study. These question
characteristics will be used as explanatory variables for the reliability and validity of the
questions. After the explanatory variables are introduced the estimation of reliability
and validity (the explained variables) using MTMM experiments will briefly be
discussed. Then the meta analysis can be discussed and the results will be commented
upon.



The explanatory variables: the choices made in the development of a survey
item. A survey item consists of several components. We suggest that a survey item may
contain the following components:

introduction

information about the topic or definitions
instruction to respondent/interviewer
opinions of others

requests for an answer

answer categories

In general not all these components will occur at the same time. Only a request
for an answer must be available. Since the request is not always formulated as a
question (see also Tourangeau et al. 2000) but can also be formulated as an instruction
or an assertion, we call this component a "request for an answer" and not a question. A
request for an answer will always be available. It is unlikely that more than two of these
components will accompany the request for an answer. Given the importance of the
requests, we will begin with the choices related to this component and, following that,
we will discuss the choices related to the other components.

The domain of the request

The first choice to be made has to do with the Domain of the request. This
choice is of course completely determined by the aim of the study. If one is interested in
the evaluation of the government, the domain is the government and one cannot change
that. It will be clear that requests for an answer can refer lo many domains. Therefore
the classification of domains is rather difficult. Coding the requests for an answer we
have used an elaborate classification of domains developed and used by the Central
Data Archive in Cologne (Germany) to classify survey items. However in our analysis,
only a rough classification could be used which is indicated in Table 1.

The concepts

A second choice that has to be made in the development of a request for an
answer has to do with the concept that one would like to measure. The link between
different concepts of the social sciences and requests that can be used in survey research
has been discussed in Saris and Gallhofer (1998), Gallhofer and Saris (2000) and Saris
and Gallhofer (2004), (2007). In these papers it is shown that all well known social
science concepts such as feelings, evaluations, norms etc. can be transformed into
assertions and assertions can be transformed into requests. Secondly, a fundamental
distinction is made between concepts measured by simple requests and concepts that are
operationalized by complex assertions or requests. An assertion becomes complex if it
is an assertion about an assertion. The designer has the choice of using a simple or a
complex assertion. Complex assertions are used as measures of the strength of opinions
(Krosnick and Abelson 1991). 1. Many different simple concepts have been
distinguished in the codebook but in the analysis only a limited number could be used
because of dependencies with domains and the low frequency of the occurrence of some
concepts in the set of questions used in the experiments. For the complete list of
concepts we refer to Saris and Gallhofer (2007). The short list used in the analysis can
be found in Table 1.



Associated characteristics

With the choice of the domain and the concept, other characteristics are
detemlined. We call them associated characteristics. In this respect we refer to Social
Desirability, Centrality and Time specification. Social desirability requires a subjective
judgment of the coder with regard to the desirability of different response alternatives.
Centrality or saliency of the topic for the respondent can also not objectively be
determined. It has been suggested to consider how many people would not know how to
answer the request. The time specification is much simpler; it refers to whether the
request concerns the past, present or the future.

Regarding the choices discussed so far, it will be clear that the designer of the
questionnaire has little freedom. The choices are mainly determined by the research
problem and the purpose of the specific request. For the choices which follow belOw
the designer has much more freedom of choice.

The formulation of the request

In specifying the formulation of the request the designer has much more
freedom. There are many different ways in which requests for answers can be
formulated. The most common way, in many languages, is the specification of a request
by inversion of the subject and the (auxiliary) verb. We call this "a simple or direct
request". A different approach is to use a statement or stimulus representing the concept
the researcher wishes to measure. The request for an answer can then be formulated as
an "agree/disagree" request or as an instruction to answer in a specific way. This type of
requests formulated by sentences as "Do you agree or disagree that ... " or "Do you
think that ...”” has been called an indirect request (Saris and Gallhofer 2004).

Sometimes special words are used in requests: "who, which, what, when, where
and how-'. Such requests are called "WH" requests. These WH words can also be
paraphrased by using for example "at what moment" instead of "when" etc.

Given the discussed choices we have made the following distinctions:

a) Simple or direct requests

b) Indirect requests such as Agree/disagree requests

c) Other requests using terms like "Who, Which, What, When. Where, How,
Why", also called WH requests.

Furthermore, one can ask people to indicate the degree in their opinion or the
strength of their agreement by asking "How much ... ". If such phrases are used, these
requests are coded as requests with gradation.

Besides these basic choices, many more choices have to be made in specifying a request
in the strict sense. Here we would like to mention

The use of an absolute or comparative statements

A request with balanced o/ unbalanced response alternatives in the query part
Stimulation to answer included in the request or not

Emphasis to give the subjective opinion or not

Presence or absence of extra information in the request; for example, definitions or
explanations

e Arguments for the different opinions are included in the request or not

All these choices have to be made and are made in practice whether we realize it or not.
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The response scale

The next component about which the designer of a survey item has to make
decisions is the response scale. Again there are many possibilities. The most
fundamental decision is whether one uses an open ended request or a closed request. If
one has chosen a c10sed request one still has a choice with respect to the scale type:

a) a category scale with 2 categories (yes/no)

b) a category scale with more categories

c) frequency

d) magnitude estimation where the size of the number indicates the opinion
e) line drawing scale where the length of the line indicates the opinion

f) more steps procedure

Besides the basic choice regarding the type of scale, one has to make many more
choices which have been presented in Table 1. Some of these choices have to be
explained.

First of all we mention the variable "Range". This variable is introduced because
of the fact that there is sometimes a difference between theoretical 1y possible range of
the scales and the range of the scale used. For example scales can go from "very
dissatisfied" to "very satisfied" (bipolar) while in the study the scale goes from "not
satisfied" to "very satisfied" (unipolar).

Another coding variable to be explained is “the number of fixed reference
points". Here we refer to the fact that people can have a different interpretation of a term
like "very satisfied". The position on a scale can be different for different people. Some
may see "very satisfied" as the end point of the scale but others not. But if one uses the
term "completely satisfied" there can not be any doubt about the position of that term.
This is the end point of the scale and that is therefore called a fixed reference point. All
other distinctions are more obvious. For more details we refer to Saris and Gallhofer
(2007).

Presence of other parts of the survey item

A survey item can stand alone or can be placed in a battery of similarly
formulated survey items. In a battery the request or instruction is nOlmally mentioned
only once, before the first stimulus or statement is provided. This raises the question
what text belongs to the survey items after the first one; should we include the request
and the answer categories or not? We have decided that the request belongs to the first
survey item and not to the latter ones because the text will not be repealed. That means
that the items after the first item in a battery will not have a request or instruction, but
will consist only of a stimulus or statement and answer categories.

Another distinction relates to the amount of text provided in the request it self.
As was mentioned above, a survey item can contain many different components besides
the request for an answer and the response categories. On this point the designer again
has a choice, but it is clear that the more parts are included the longer the item
becomes. This can have a negative effect on the response and the quality of the
response.

We have looked at the following parts to ascertain whether they were present
next to the request for an answer:

a) Presence of emphan introduction
b) Presence of a motivation
c) Presence of information regarding the content

11



d) Presence of information regarding a definition
e) Presence of an instruction to the respondent
f) Presence of an instruction to the interviewer

Besides the choice of different components for the survey item one can also formulate
the item in more or less complex ways. This can be evaluated as follows:

a) The number of interrogative sentences

b) The number of subordinate clauses

¢) The total number of words in the survey item

d) The average number of words of the sentences

e) The average number of syllables per word

f) The total number of nouns in the request text

g) The percentage of abstract nouns relative to the total number of nouns

Furthermore a choice is made (mostly before any other choice) concerning the mode of
data collection. We have operationalized this choice in the following possibilities:

a) Computer assisted data collection of not
b) Interviewers administered or not
c¢) Visual information used or not

On the basis of these choices the different data collection methods can be characterized.
Position of the item in the questionnaire

Other decisions have to do with the design of the whole questionnaire and the
connection between the different requests in the questionnaire. The first point we would
like to mention is the choice whether or not to use batteries of similar requests.

The second point has to do with the position of an item in the questionnaire. It is
not clear what the optimal position is, but, in any case, not all items can be optimally
placed so one has to look for an optimal solution considering all items.

A third point would be the layout of the questionnaire: the routing and the
position on the page or screen etc. This aspect has not been taken into acount in this
research because there is not even enough information about the choices we have to
make, although first steps have been taken by Dillmann (2000).

Given that the data come from three different language areas it is necessary also
to introduce as one of the possible explanatory variables the language which is used to
formulate the questions. This can of course make a difference in the quality of the
responses.

Sample characteristics

Since different samples have been used, a possible explanation for quality
differences could also be the composition of the sample used in the study. It has often
been suggested that lower educated and older people will produce lower quality data.
We have added to this set the gender composition of the sample.

MTMM design

Finally, it can be expected that the design of the MTMM experiment itself has an
effect on the quality estimates. It is well known that answers to similar questions which
have been asked quickly after each other have higher correlations than answers to
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questions between which the distance is larger. The size of the correlation will affect the
estimate of the quality of the question. In MTMM experiments requests for the same
concepts have to be repeated. Therefore a possible explanation of quality can be the
relative distance between the requests for the same trait. Therefore characteristics of the
design have also be included. The distance is measured in the number of requests
between the repetitions of the same requests.

1.2 Estimation of the reliability, validity and quality

Using this MTMM design and structural equation modelling techniques, the
reliability and validity coefficients were obtained for each question, estimating the true
score model developed by Saris and Andrews (1991). This is specified as follows:

Yij = Tj Tij + €jj for all i,j (1.1)
Tij = Vjj Fi + Mmij Mj for all i,j (1.2)

Where, Fi is the i trait, M; the variation in scores due to the jth method, and for
the i trait and jth method, Yj; is the observed variable, rjjis the reliability coefficient, Tj;
is the true score or systematic component of the response, € is the random error
associated with the measurement of Yjj, vjj is the validity coefficient, and mjj is the
method effect coefficient. The model is completed by some assumptions: the trait
factors are correlated with each other; the random errors are not correlated with each
other, nor with the independent variables in the different equations; the method factors
are not correlated with each other, nor with the trait factors; the method effects for a
specific method Mj» are equal for the different traits Tjj+ (for all i); the method effects
for a specific method M;j« are equal across the split-ballot groups; as are the correlations
between the traits, and the random errors. These assumptions are the ones we start with
but when testing the model, if some of them do not hold, they can be realised.

The quality of a measure can be derived from this model. It is the product of the
reliability (square of the reliability coefficient) and the validity (square of the validity
coefficient), so: qij2 = rijz.Vijz. It corresponds to the strength of the relationship between
the variable of interest F; and the observed answer Yjjexpressed for the jth method.

1.3 Estimation of the effect of the characteristic of the questions on their quality

In order to integrate the 87 MTMM studies that were carried out in three
languages they were reanalyzed, and the survey items were coded according to
characteristics listed above. Scherpenzeel (1995) has indicated that without this
recoding, the results of the different studies were incommensurable. Therefore, all
survey items were coded in exactly the same manner. The code-book is available at the
SQP website’. The data of the different studies was pooled and an analysis conducted
over all available survey items adding a variable “language” to it in order to take into
account any effect due to differences in languages.’

Normally, multiple-classification analysis or MCA is applied (Andrews 1984;
Scherpenzeel 1995; Koltringer 1995) to meta-analysis, but the number of variables that

? Details of the codebook can be found at www.sqp.nl .

* The analysis shows that the effect of language is additive, meaning that language affects only
the absolute level of the quality indicators. If this were true for all languages, it would mean that
comparisons of choices could be made for all languages and only the absolute level of the quality criteria
could be incorrect.
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need to be introduced in the analysis make it impossible. A solution is (dummy)
regression. The following equation presents the approach used:

C= a+b11D11 +b21D21 + ... +b12D12 +b22D22 + ... +b3Ncat+ ...Te (13)

In this equation, C represents the score on a quality criterion, which is either the
reliability or validity coefficient. The variables D;j represent the dummy variables for
the j™ nominal variable. All dummy variables have a zero value unless a specific
characteristic applies to the particular question. For all dummy variables, one category
is used as the reference category which has received the value “zero” on all dummy
variables within that set. Continuous variables, like the number of categories (Nca),
were not categorized, except when it was necessary to take nonlinear relationships into
account. The intercept is the reliability or validity of the instruments if all variables
have a score of zero. Table 1.1 shows the results of the meta-analysis over the available
1023 survey items. Table 1.1 indicates the effects of different survey design choices on
the quality criteria of validity and reliability. The table contains also the standard errors
(se) of these coefficients and their significance level (sign). The method effects were not
indicated because they can be derived from the validity coefficients.

Each coefficient indicates the effect of a 1 point increase on each indicated
characteristic while keeping all other characteristics constant. For example, all questions
concerning “‘consumption,” “leisure,” “family,” “personal relations” and “race” are
coded as zero on all domain variables that can be seen as the reference category. For
these questions the effect on reliability and validity is zero. Questions concerning other
issues are coded further into several categories. If a question concerns “national
politics” it belongs to the first domain category (D;;=1 for this category, while all other
domain variables D;;=0) and its effect on reliability and validity will be positive, .0528
and .0447, respectively as can be seen from the table. Note that all the effects in the
table are multiplied by 1000. If a question concerns “life in general” then the fifth
category applies (Ds;=1) and the effects are negative: -.0768 and -.0159, respectively.
From these results it also follows that questions concerning national politics have a
reliability coefficient of .0528 + .0768 or .1296 higher than the questions about life in
general. This interpretation holds for all characteristics with a dummy coding such as
“concepts,” “time reference,” and so on.
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Table 1.1: Results of the Meta-Analysis

Variables Number of Effect on reliability Effect on validity
measures
Effect se sign effect se sign
Domain

National politics (0—1) 137 52.8 12.3 .000 447 10.9 .000
International politics

(0—1) 64 29.4 18.1 .104 578 15.9 .000
Health (0—1) 82 16.9 139 225 21.6 12.0 .073
Living condition/

background (0—1) 223 214 8.7 .014 4.6 7.4 .541
Life in general (0—1) 50 -76.8 12.6  .000 -15.9 10.8  .139
Other subjective

variables (0—1) 235 -66.9 142  .000 -1.0 124 935
Work (0—1) 96 12.8 12.0 .287 28.2 104 .007
Others 136 00 — - 0.0 - —

Concepts

Evaluative

belief (0—1) 96 6.1 14.0 .669 13.8 12.3  .260
Feeling (0—1) 110 -4.2 10.9 .704 -1.5 9.4 427
Importance (0—1) 96 359 156 .021 18.6 13.6 .171
Future

expectations (0—1) 39 2.6 24.0 913 -9.0 20.6 .662
Facts:background (18)

Behavior (9) (0—1) 27 -126.2 21.8 .000 -150.5 19.2 .000
Other simple concepts 578 0.0 - = 0.0 - -
Complex concepts 1023 -72.3 17.4  .000 -47.2 152  .002

Associated characteristics

Social desirability:

no/ a bit/much (0—2) 1023 2.3 62 709 8.0 53 137
Centrality: very central

to not central (1—5) 1023 -17.2 52  .001 -8.9 44  .046
Time reference:

Past (0—1) 106 43.9 15.0 .004 -1.6 12.9 .901
Future(0—1) 83 -13.3 16.1 .409  -10.1 13.8 .465
Present (0—1) 940 0.0 — — 0.0 — —

Formulation of Requests: basic choice

Indirect question

Agree/disagree (0—1) 167 4.0 109 13 416 95 .000
Other types: direct request

(190), more steps' (22) 212 0.0 — — 0.0 — -
Use of statements or

stimulus (0—1) 317 -23.0 124 .065 -12.1 1.1 275
Use of gradation (0—1) 809 79.6 14.1 .000 -22.8 124 .066
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Table 1.1 (continued)

Variables Number of Effect on reliability Effect on validity

measures Effect se sign effect se sign
Formulation of the request : other choices

Absolute—comparative

(0—1) 98 12.7 16.3 436 -84 14.5 .564

Unbalanced (0—1) 411 -3.2 11.2 772 223 9.7 .022

Stimulance (0—1) 92 -11.1 13.3 406  -11.7 11.5 .308

Subjective

opinion (0—1) 86 -5.9 19.9 767  -343 17.2  .047

Knowledge

given (1—4) 358 -12.7 88 145  -63 7.5 401

Opinion given (0—1) 101 .653 145 964 -10.3 13.1 .429

Response scale : basic choice

Yes/no (0—1) 3 -22.2 19.5 254  -19 17.1 911

Frequencies 23 120.8 24.8 .000 -95.9 21.5 .000

Magnitudes 169 116.2 20.8 .000 -115.5 18.3 .000

Lines 201 118.1 209 .000  -32.7 18.2 .073

More steps 26 48.7 273 .075 24.5 23.5 .297

Categories 630 0.0 — — 0.0 - —

Response scale : other choices

Labels: no/some/all

1-3) 1023 33.0 10.0 .001 -4.5 88  .605

Kind of label: short,

sentence (0—1) 35 -47.5 16.0 .003 9.1 13.7 .506

Don’t know: present, registered,

not present (1—3) 1023 -6.7 48 .165 -1.9 4.1  .647

Neutral: present, registered,

not present (1—3) 1023 12.6 46 .007 84 40 .038

Range:

Theoretical range and scale unipolar

Theoretical range and scale bipolar;

Theoretical range bipolar but scale

unipolar (1-3) 1023 -15.1 9.6 116 9.2 85 277

Correspondence:

high—low (1-3) 1023 -16.8 7.5 .025 1.1 6.5 .867

Symmetric labels

(0—1) 195 25.5 11.8 .031 22.3 104 .033

First answer category: negative,

positive (1—2) 358 -1.5 8.7 .387 14.7 7.6  .052

Fixed reference

points (0— 3) 1023 14.7 43  .001 21.4 3.7 .000

Number of

Categories (0—11) 1023 13.5 2.1 .000 -1.9 1.8  .298

Number of

frequencies (0—5000) 1023 -.068 .009 .000  -.065 .008 .000
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Table 1.1 (continued)

Variables Number of Effect on reliability Effect on validity
measures Effect se sign effect se sign
Survey item specification: basic choices

Question present

(0—1) 841 27.2 152 .074 11.5 13.1 379

Instruction

present (0—1) 103 -43.7 154 .005 -4.2 13.3 753

No question or

instruction 79 0.0 - - 0.0 - —

Respondent’s

instruction (0—1) 492 -12.7 73  .083 -14.9 62 .017

Interviewer’s

instruction (0—1) 119 -.068 10.5 995 5.7 9.0 524

Extra motivation/ information or

definitions (0—3) >0 304 7.1 6.7 296 -3 57 959

Introduction (0—1) 515 5.7 12.1 .637  -10.5 10.3 312
Survey item specification: other choices

Complexity of the introduction

Question in the intro (0—1) 62 -44.6 16.3 .006 -21.3 14.1  .132

Number of subordinate clauses

>0 129 29.3 9.8  .003 7.6 8.6 .377

Number of words per

sentence >0 510 -1.3 867 134 1.4 5 .063

Mean of words per

sentence >0 510 .064 1.1 954 -.373 9 .699

Complexity of request

Number of sentences (0—n) 192 12.7 9.8 .199 -8.3 8.6 .335

Number of subordinate

clauses (0—n) 746 13.6 6.8 .048 -17.7 59 .003

Number of

words (1—51) 1023 .809 749 280  -1.3 .644 041

Mean of words per

sentence (1—47) 1023 2.2 926 .014 1.1 .807 .161

Number of syllables

per word (1—4) 1023 -32.5 9.6 .001 -10.4 82 .207

Number of abstract nouns

on the total number

of nouns (0—1) 1023 2.9 277 917  -139 23.7 558

Mode of data collection

Computer-assisted

(0—1) 626 -3.8 12.6 .760  -38.3 10.7 .000

Interviewer-

administered (0—1) 344 -50.8 229 .027 -104.1 19.5 .000

Oral (0—1) 219 10.4 122 397 253 10.3 .014
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Table 1.1 (continued)

Variables Number of Effect on reliability Effect on validity
measures Effect se sign  effect se sign

Position in questionnaire

In battery (0—1) 225 -10.3 123 403 289 10.7 .007
position of question 1023 304 .064 .000

position 25 (1—25) 396 1.5 402 .000
position 100 (26—100) 458 420 137 .002
position 200 (101—200) 129 267 062 .000
position 300(>200) 12 .098 100 333

Language used in questionnaire

Dutch (0—1) 731 203 228 373 -760 198 .000
English (0—1) 174 720 266 .007 2.9 229 899
German (0—1) 118 00 - - 0.0 - -

Sample characteristics

Percentage of

low educated (3—54) 993 -911 596 127 1.1 S11.027

Percentage of

high age (1—49) 1023 -410 560 464 -753 488 123

Percentage of

males (39—72) 1023 -.030 690 966  .405 596 497
MTMM design

Design: one or more time

points (0—1) 713 4.36 16.3 .790  -36.9 14.3 .010
Distance between

repeated methods

(1—-250) 1023 -.169 094 072 -249 .081 .002
Number of traits

(1-10) 1023 -.370 20 855  -1.7 1.7 .320
Number of

methods (1—4) 1023 .959 26 715 23 22 314
Intercept 825.2 69.5 .000 1039.4  60.4 .000
Explained variance (adjusted) 47 .61

Correction for single item
distance -42.3 -62.25

Starting point for single item 782.9 977.15

Other characteristics using at minimum an ordinal scale are treated as metric.
For example, “centrality” is coded in five categories from “very central” to “not central
at all.” In this case an increase of one point gives an effect of -.0172 on reliability and
the difference between a very central or salient item and a not at all central item is 5 x -
.0172 =-.0875.
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Furthermore, there are real numeric characteristics like the “number of
interrogative sentences,” “the number of Words.” In that case, the effect is an increase
of one unit per word or interrogative sentence.

A special case in this category is the variable “position” because it turns out that
while the effect of “position” on reliability is linear, for validity it is non-linear. To
describe the latter relationship, the “position” variable is categorized, and the effects are
determined within their respective categories.

Another exception is the “number of categories in the scale.” For this variable
we have specified an interaction term, because the effects were different for categorical
questions versus frequency measures. Therefore, depending on whether the question is a
categorical or a frequency question, a different variable is specified to estimate the
effect on the reliability and the validity.

1.4 Results of the meta-analysis
Below we discuss the most important results presented in Table 1.1.
Domain, concept, and associated characteristics

e The research design determines the domain, concepts, and associated characteristics.
Nevertheless, there are significant differences in reliability and validity for items
from different domains, measuring different concepts or with different associated
characteristics.

e Behavioral survey items tended to have a more negative effect than attitudinal
questions, especially items concerning the “frequency of behavior.” Although only a
few items of this type were analyzed; therefore, the standard error of the effect is
relatively large.

e Complex items should be avoided where ever possible, given their negative effect.

e It appears that reporting about the past is more reliable than reporting about the
future or the present.

Formulation of the requests

In formulating the requests, the researcher has more freedom of design. We found that

e Indirect requests such as agree/disagree options perform similarly to direct requests
on reliability and a bit better with respect to validity.

e The use of statements or stimuli has a small negative effect on reliability and
validity; therefore, it is better to avoid them.

e On the other hand, the reliability improves with gradation requests, although they
have a small negative effect on validity.

e A lack of balance in the formulation of the request has a significant negative effect
on validity.

e Emphasizing subjective opinion has a significant negative effect on validity.

Response scale

e Use of response scales with gradation in the form of frequency, magnitude
estimation or line production and the stepwise procedure has a positive effect on
reliability, but is often associated with strong method effects such as rounding off
errors, which reduces validity.
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e Line production and stepwise procedures incur a relatively smaller method effect.

e Reliability is improved when labels instead of complete sentences are used.

e Not providing a neutral middle category improves both reliability and validity
significantly.

e The use of fixed reference points has a quite large positive effect on reliability and
validity. This approach is especially recommended for long scales with 7 or more
categories.

e The effect of range is rather limited, which may be due to the selected categories.

e Making the numbers correspond with the labels has a significant positive effect on
reliability.

e Symmetry within response categories has some positive effect on reliability and
validity.

e The number of categories has an opposite effect for category and frequency scales.
In the case of a category scale (2-points — 15-points and more steps procedures),
reliability can be increased by more than 100 points by going from a 2-point to an
11- point scale.

e In the case of a frequency scale, reliability and validity experience a large decrease
if the range of the scale is too wide (i.e., if very high frequencies are possible).

e For magnitude estimation and line production, this effect does not apply. The
number of categories seems to be integrated in the effect of the method itself.

Specification of the survey item as a whole

e The first item is more reliable if a normal request is asked and less reliable if an
instruction is used, in comparison to subsequent items in a battery.

e [tems in a battery without a request for an answer (almost all items except the first
one) are better than items with an instruction but worse than items with a normal
request for an answer. This may be due to the complexity of the procedure, which
requires extra instruction, and not because of the effect of the instruction. The same
may hold true for our discussion of the next effect.

e Respondents’ instructions have a significant negative effect on reliability and
validity. The item may be so difficult that it requires an explanation, and therefore
the effect may be caused by the item and not the instruction.

e Interviewer instructions, extra motivational remarks, definitions, and an introduction
seem to have no significant effect on reliability or validity.

e Formulating general questions in the introduction, which are followed by the real
request, should be avoided because they have a negative effect on both reliability
and validity.

e On the other hand, they seem to have a positive effect on reliability if more
explanation is given in subordinate clauses of the introduction.

e This effect holds true for the request itself, having also a positive effect on validity.

e However, there is a limit to the number of words in the request, as if it becomes too
long, it has a negative effect on validity.

The two indices for complexity of requests, the number of words per sentence (sentence
length), and the number of syllables per word (word length), have a significant negative effect on
reliability”.

* The variables “syllables/word” and “proportion of abstract words” have been collected for the
introduction and the question itself, however, in the introduction these variables correlated very highly
with each other and with the variable “intro” and it was decided that these variables cannot be used
together with the variable “introduction.”
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Mode of data collection

The mode of data collection can be analyzed by each basic method or by a general

description.

e The CAl is as reliable as the non-CAI; however, it is less valid.

e A much stronger negative effect can be observed from interviewer-administered
questionnaires than the other methods.

e Oral questionnaires have a small but significant positive effect on the validity.

Position in the questionnaire

e The effect of the position of a request within a questionnaire is rather different for
either reliability or validity.

e [t seems that respondents continuously learn about how to fill in the questionnaire,
causing the reliability of the response to increase linearly with its position. Over the
range studied, the effect can be more than 100 points.

e On the other hand, the effect on validity is .037 point for the first 25 requests,
followed by an effect of .031 for the 25th request until the100th, and for the 100th —
200th this effect is .026 while after the 200th request there is no further significant
increase.

Basic choices for which correction is necessary

Some choices cannot be explicitly made such as language or the characteristics of a
population. These choices can nevertheless have an influence on the quality criteria. In
addition, the methodological experiments that form the basis for this meta-analysis also
have some influence that has to be estimated and controlled for when the other effects
are estimated.

e Unfortunately, compared with questionnaires in German, questionnaires in English
are significantly less reliable, while Dutch questionnaires are significantly less valid.

e Of the three characteristics of the samples studied only the education level has a
significant effect on the validity of responses. Samples with a high number of lower
educated people may score in validity .050 lower than samples with few poorly
educated people.

e The MTMM design used also has a significant effect on the data quality. As the
distance in time between the items for the same trait increases, the reliability
declines. For the largest distance found the reliability decreased by .042.

e The distance between the traits has an even larger effect on validity; for the largest
distance found, the validity decreased by .062.

In a normal survey MTMM experiments are not present and one measure is available
for each trait. Therefore, for predicting the quality of survey items, a correction for the
fact that a survey item appears only once within the questionnaire has to be made. This
correction is specified at the bottom of Table 12.1. We have corrected for the distance
of the “previous measure of the same trait,” where the intercept is adjusted by
subtracting .0423 for reliability and .06225 for validity.
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1.5 Special topics
In this section, we will focus on the effects of certain choices that warrant further detail.
The choice of direct requests or agree/disagree requests

Agree/disagree requests score better on validity (.041) than do direct requests.
However, agree/disagree requests are most commonly used in batteries, and we have
found that compared with items presented later in a battery (with no question or
instruction), a direct question is more reliable (.0272) while an instruction is less
reliable (-.0437). Hence a difference in reliability between the two procedures of .0709
is compensated by .041 in validity. This difference is in favor of direct questions.
Differences in reliability between these two types of questions also have been found in
other studies (Saris and Galhofer 2006). However, it is somewhat surprising to find that
agree/disagree procedures score higher on validity. It is anticipated that acquiescence
would lead to the opposite effect (Krosnick and Fabrigar 1997); therefore this issue
needs to be investigated further.

The effect of the number of categories

There is still no consensus about the effect of an increase in the number
of categories in the scale on quality. Cox (1980), and Krosnick and Fabrigar (1997)
defend the position that one should not use more than seven categories while Andrews
(1984), Koltringer (1995), and Alwin (1997) argue to the contrary that more categories
lead to better results. Our analysis suggests that frequency scales, magnitude scales, and
line scales are generally more reliable than category scales. However, frequency and
magnitude scales especially pay the price for reliability by sacrificing validity. This
phenomenon has two reasons. The first is that people round off their numeric values in a
specific way. Some use numbers divisible by 25, others are more precise and use
numbers divisible by 10, and others use even numbers divisible by 5. Such differences
in behavior cause method effects. The other possible explanation is what Saris (1988)
has called “variation in response functions.” When respondents are allowed to specify
their own response scales this will lead to method effects and as a consequence to lower
validity coefficients. The solution suggested by Saris (1988) is confirmed by this
analysis because better validity and reliability is obtained if the scales are made
comparable through use of fixed reference points (see Chapter 7).

The reliability of category scales can also be improved by using more categories
(so far up to 11 categories were studied) without decreasing validity. An alternative is to
use a two-step procedure that improves both reliability and validity. Category scales can
also be improved using labels for most categories as long as they are not in full sentence
format. In summary, this analysis strongly suggests to use as many categories as
possible in a category scale (more than seven) that are short and clearly labeled. Line
production or magnitude estimation with fixed reference points are the optimal choice in
most cases and should be used whenever possible.

Effects of the mode of data collection

On the basis of the choices specified in Table 1.1, the commonly used data
collection methods can be constructed by combining different characteristics. Their
results and the effects of their combinations on reliability and validity are presented in
Table 1.2.
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Table 1.2: Effects of modes of data collection on data quality, based on the
combined effect of computer-assisted data collection and interviewer-
administered data collection

CAl Not CAl
Interviewer-administered CATI/CAPI PAPI/TEL
Reliability coefficient -.0538 -.050
Validity coefficient -.1423 -.104
Self-administered CASI Mail
Reliability coefficient -.0038 .000
Validity coefficient -.0383 .000

This presentation suggests the following order in quality with regard to validity and
reliability:

a) Mail

b) CASI

c) PAPI/Telephone
d) CATI/CAPI

The differences between Mail and CASI are minimal, on the other hand,
differences between these two and the PAPI/Telephone or CAPI /CATI are large. It
should be mentioned that other quality criteria in the mode of data collection choice
should also be considered, such as unit nonresponse and item nonresponse. In general,
Mail surveys have lower response rates although the use of the total design method can
reduce the problem (Dillman 1978, 2000). Therefore, the results suggest that a tradeoff
between quality, with respect to reliability and validity, and item nonresponse has to be
made.

1.6 Conclusions, limitations, and the future

Our results show that within and between questionnaires there is a wide
variation in reliability and validity. In particular the following choices have a large
effect on reliability and/or validity:

e The use of direct questions has a large positive effect on reliability and a smaller
negative effect on validity when compared with batteries containing statements.

e The use of gradation has a large positive effect on reliability and a smaller negative
effect on validity.

e The use of frequencies or magnitude estimation has a large positive effect on
reliability and an almost equally large negative effect on validity.

e The use of lines as response modality has a large positive effect on reliability and a
much smaller negative effect on validity.

e The more categories a response scale has, the greater the positive effect on
reliability is. However, it also has a much smaller negative effect on validity.

e Allowing for high frequencies has both a large negative effect on reliability and
validity.

e The use of interviewers has both a large negative effect on reliability and validity.
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This analysis is an intermediate result; so far 87 studies have been reanalyzed
with a total of 1023 survey items, which is not enough to evaluate all variables in detail.
(The database is a work in progress that will be extended in the future with survey items
that are at present underrepresented.) Important limitations to consider are listed below:
e Only the main categories of the domain variable have been taken into account.

e Requests concerning consumption, leisure, family, and immigrants could not be
included in the analysis.

e The concepts of norms, rights, and policies have been given too little attention.

e The request types of open-ended requests and WH requests have not yet been
studied.

e Mail and Telephone interviews were not sufficiently available to be analyzed
separately.

e There is an overrepresentation of requests formulated in the Dutch language.

e Only a limited number of interactions and nonlinearities could be introduced.

Nevertheless, taking these limitations into account, the analysis can remarkably
explain 47% of the reliability variance and 61% of the validity. In this respect, it is also
relevant to refer to the standard errors of the regression coefficients which are relatively
small, indicating that the correlations between the variables used in the regression as
independent variables are relatively small.

If one considers that all estimates of the quality criteria contain errors while in
the coding of the survey item characteristics errors are also made, the high explained
variance is very promising.

The authors of this meta analysis concluded “This does not mean that we are
satisfied with this result. Certainly, further research is needed, as we have indicated
above, but for the moment Table 1.1 is the best summary of our knowledge about the
effects of the questionnaire design choices on reliability and validity.”

In the next chapter we will indicate how this work was continued using the
possibilities provided by the European Social Survey to include MTMM experiments in
the biannual rounds of data collection.
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Appendix 1: Overview of the experiments used in the analyses in 2001

Country numberyear  design mode data collection topic
organization

NL 101 92 3x2x2 Mail/Telep  STP Seriousness of crimes

NL 102 91 4x2x2 Telep STP political efficacy (Europe)

NL 103 92 3x2x2 Mail/Telep NIMMO Europe

NL 104 92 4x2x2 tel NIMMO Satisfaction

NL 105 91 4x2x2 Mail NIMMO Satisfaction

NL 106 92 4x2x2 Mail NIMMO Satisfaction

NL 107 92 4x2x2 Mail/Telep NIMMO/STP Satisfaction

NL 108 &9 4x3  Telep NIPO Satisfaction

NL 109 91 4x2x2 Telep STP Satisfaction

NL 110 91 3x2x2 Telep STP Satisfaction

NL 111 92 3x2x2 Mail/Telep  STP Values

NL 112 91 3x2x2 Telep STP Values: Comfort/
Self-respect/Status

NL 113 91 3x2x2 Telep STP Values:Family/Ambition/
Independence

NL 114 91 3x2x2 Telep STP Values: Comfort/Self-respect/

Status

NL 115 91 3x2x2 Telep STP Values: Family/Ambition/
Independence

NL 116 91 3x2x2 Telep STP Values:Comfort/Self-respect/
Status

NL 117 91 3x2x2 Telep STP Values:family/Ambition/
Independence

NL 118 91 3x2x2 Telep STP Values:Comfort/Self-respect/
Status

NL 119 91 3x2x2 Telep STP Values:Family/Ambition/
Independence

NL 120 91 3x2x2 Telep STP Seriousness of crimes

NL 124 91 3x2x2 Telep STP Seriousness of crimes

NL 121 91 3x2x2 Telep STP Seriousness of crimes

NL 122 91 3x2x2 Telep STP Seriousness of crimes

NL 124 91 3x2x2 Telep STP Seriousness of crimes

NL 125 91 3x2x2 Telep STP Seriousness of crimes

NL - 90 - Telep STP EU membership

NL 126 91 4x2x2 Telep STP EU membership

NL 127 91 3x3  Telep STP Crimes 1,2,3

NL 128 91 3x3  Telep STP Crimes4,5,6

NL 129 91 3x3  Telep STP Crimes 7,8,9

NL - 88 Telep NIPO TV/Olympic games

NL 130 88 3x3  Telep NIPO Trade-unions

NL 131 88 3x3  Telep NIPO Trade-unions

NL 132 88 3x3  Telep NIPO Trade-unions
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Appendix 1 continued

Country numberyear  design mode data collection topic
organization

NL 133 88 3x3  Telepanel NIPO Trade-unions

NL 135 92 3x2x2 Telepanel STP Satisfaction

NL 136 92 3x2x2 Telepanel STP Satisfaction

NL 137 92 3x2x2 Telepanel STP Satisfaction

NL 138 92 3x2x2 Telepanel STP Satisfaction

NL 139 92 3x2x2 Telepanel STP Work condition

NL 140 92 3x2x2 Telepanel STP Work condition

NL 141 92 3x2x2 Telepanel STP Work condition

NL 142 92 3x2x2 Telepanel STP Work condition

NL 143 92 3x2x2 Telepanel STP Living condition

NL 144 92 3x2x2 Telepanel STP Living condition

NL 145 92 3x2x2 Telepanel STP Living condition

NL 146 92 3x2x2 Telepanel STP Living condition

NL — 1988 3x3  Telepanel STP TV watching

NL 147 1988 3x3  Telepanel STP Evaluation TV programs

NL 148 1988 3x3  Telepanel STP Use of the tTV

NL 149 1988 3x3  Telepanel STP Reading

NL 150 1988 3x3  Telepanel STP Evaluation policies

NL 151 1988 3x3 Telepanel STP Estimate ages

NL 152 1988 3x3  Telepanel STP Political participation

NL 153 1988 3x3  Telepanel STP Estimation of income

NL 154 1996 4x2x2 Telepanel STP Trust

NL 155 1996 4x2x2 Telepanel STP F-scale

NL 156 1996 3x2x2 Telepanel STP Threat

NL 157 1996 4x2x2 Telepanel STP Outgroup

NL 158 1996 4x2x2 Telepanel STP Ingroup

NL 159 1996 4x2x2 Telepanel STP Trust

NL — 1996 Telepanel STP Ethno/wave 2

NL - 1996 Telepanel STP Ethno/wave 3

NL - 1998 sbmt Telephone Nimmo Voting

Belg 801 1989 5x3  Ftf KUL Satisfaction

Belg 802 1997 3x3  Ftf/Mail KUL Threat

Belg 803 1997 3x3  Ftf/Mail KUL Outgroup

Belg 804 1997 4x3  Ftf/Mail KUL Ingroup
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Appendix 1 continued

Country numberyear  design mode data collection topic
organization

Austria 1 92 4x3  Ftf IFES Party politics

Austria 2 92 4x3  Ftf IFES Economic expectations

Austria 3 92 4x3  Ftf IFES Postmaterialism

Austria - 92 4x3  Ftf IFES Psychological problems

Austria 4 92 4x3  Ftf IFES Social control

Austria 5 92 4x4  Ftf IFES Party politics

Austria 6 92 4x3  Ftf IFES Social control

Austria 7 92 4x3  Ftf IFES EU evaluation

Austria 8 92 3x3  Ftf IFES Life satisfaction

Austria 9 92 3x3  Ftf IFES Political parties

Austria 10 92 4x3  Ftf IFES Confidence in institutions

USA 1 1979 4x3  Ftf ISR Finances,Business,

Health,News

(lIyear USA 2 1979 4x3  Ftf ISR Finances,Business,
Health,News

(n year) USA 3 1979 4x3  Ftf ISR Same as 1

USA 4 1979 4x3  Ftf ISR Same as 2

USA 5 1981 3x3 Ftf ISR Finance, Business,

Health, lastyear

USA 6 1981 3x3  Ftf ISR Finance/Business/Health,

next year

USA 7 1981 4x3  Ftf ISR Satisfaction life etc

USA 8 1986 2x2x3 Ftf ISR Health/Income

USA 9 1986 3x2x2 Ftf ISR Savings/Transport/Safety

USA 10 1986 3x2x3 Ftf ISR Restless/Depressed/Relaxed

USA 11 1986 3x2x3 Ftf ISR Exited/Restless/Energy

USA 12 1986 4x2x2 Ftf ISR Health/Income

USA 13 1986 5x2x2 Ftf ISR Health/House/Income/Friends/

Life in general
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Chapter 2

The adjustment of the MTMM design for estimation of the
quality of questions of the European Social Survey: the split
ballot MTMM approach’

Willem E. Saris

So far most MTMM experiments were based on the classical design suggested by
Campbell and Fiske (1959) of three traits measured with three alternative methods. The
problem of this design is that the respondents have to answer similar questions three times. This
is a rather heavy response burden that may lead to satisficing and runs the risk of memory
effects if the questions for the same traits are not separately long enough in time. In order to
avoid there problems the suggestion is made by Saris, Satorra an Coenders (2004) to split the
sample at random in several groups and ask each group only twice a question about the same
trait. They suggested that using Multiple Group Maximum Likelihood estimation allows in that
case the estimation of all parameters of the classical MTMM experiment.

With respect to the European Social Survey it was necessary to take care that all people
in the main questionnaire would get the same questions. Therefore the 2-group design has been
chosen for the ESS. In that case all respondents get form 1 of the question in the main
questionnaire while one group gets form 2 in the supplementary questionnaire and the other
groups gets from 3 of the same question in the supplementary questionnaire. This approach was
chosen after evaluation whether the necessary estimates could be obtained even though we were
aware of the fact that the 3 groups design was more efficient and would lead to less problems
with respect to identifications. This chapter discusses the arguments for the choice of the new
approach which has been called the Split ballot MTMM design.

2.1 Introduction

Over the last 40 years, many studies have been performed to evaluate the quality
of survey questions. Most studies use random assignment of respondents to different
question forms to see whether the form of the question makes a difference. These so
called “split ballot experiments” have been used by Schuman and Presser (1981) and
many others in the social sciences. Molenaar (1986) studied the quality of questions
using nonexperimental research. In official statistics, test-retest models have been
popular in evaluating questions (Forsman 1989). Heise (1969), Wiley and Wiley (1970),
Alwin and Krosnick (1991) and Alwin (2007) used the quasi-simplex model based on
panel data to evaluate the quality of questions. The testing of questions in cognitive
laboratories has recently received a great deal of attention. As well as all these
approaches, an alternative was applied by Frank Andrews (1984) which is called the
Multitrait Multimethod or MTMM approach. After the death of Frank Andrews, his
work was continued by European researchers (Scherpenzeel 1995, Scherpenzeel and
Saris 1997, Coenders and Saris 2000, Corten and Saris, Aalberts and Saris 2002, Saris,
Satorra and Coenders (2004), and finally led to a summary of this research in a book by
Saris and Gallhofer (2007) which also introduces a computer program (SQP) that can
predict the quality of questions before data are collected in the field (Oberski, Kuipers

> This short summary is based on a paper published by W.Saris, A.Satorra and G.Coenders (2004) A new
approach for evaluating quality of measurement instruments. Sociological Methodology, 3, 311—347.

29



and Saris 2004). In this paper, we concentrate on the MTMM approach. We will first
explain what we mean by quality of a question, and then we will introduce the MTMM
design and model. We will illustrate the approach and discuss its advantages and
disadvantages.

2.2 Quiality criteria for survey measures

The first quality criterion for survey items is item non-response. This is an
obvious criterion, because missing values have a disrupting effect on the analysis,
which can lead to results that are not representative of the population of interest.

A second criterion is bias, which is defined as a systematic difference between
the real values of the variable of interest and the observed scores corrected for random
measurement errors’. Real values can be obtained for objective variables and therefore
the most preferable method is the one that provides responses corrected for random
errors which are closest to the real values. A typical example comes from voting
research. Participation in the elections is known after the elections. This result can be
compared with the results obtained from survey research performed using various
methods. It is a well-known fact that participation is overestimated when standard
survey methods are used. A new method that does not overestimate the participation or
produces a smaller bias is therefore preferable to the standard procedures.

In the case of subjective variables, in which the real values are not available, it is
only possible to study the various distributions of responses for different methods. If
differences between two methods are observed, at least one method is biased; however,
it is also possible that both are biased.

These two criteria have received a lot of attention in split-ballot experiments.
See Schuman and Presser (1981) for a summary. Molenaar (1986) studied the same
criteria while focusing on non-experimental research (1986). In short, these criteria
describe the observed differences of nonresponse and differences of response
distributions.

Other quality criteria which have also been discussed at length are reliability,
validity, and the method effect. Reliability is the complement of random errors and
validity is the complement of systematic errors. Both criteria have been discussed
extensively in psychology and other social sciences as criteria for the quality of
measures. There are many different definitions of these criteria. Below e give the
definitions which have been used in the MTMM literature for some considerable time,
starting with a paper by Saris and Andrews (1991)

In order to do so we present a measurement model for two variables of interest,
such as “satisfaction with the government” and “satisfaction with the economy.” The
measurement model for the two variables is presented in Figure 1.In this model it is
assumed that
fiis the trait factor 1 of interest measured by a direct question.
yij 1 the observed variable (variable or trait i measured by method j).

t;; 1s the “true score” of the response variable yj;.

M,; is the method factor that represents a specific reaction of respondents to a method
and therefore generates a systematic error.

ejj 1s the random measurement error term for yj;.

p(f1,f2)

% This simple definition serves the purpose of this text. However, a precise definition can be found in
Groves (1989).
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fi <« > f1,f, = variables of interest
vij = validity coefficient for variable 1

Vij M; vai  Mj = method factor for both variables
mi; My m;j = method effect on variable 1
v v
ti; ta; t;; = true score for yj;
I} rj 1= reliability coefficient
v v
}fj yf yij = observed variable
elj € e;= random error in variable yj;

Figure 2.1: The measurement model for two traits measured using the same
method.

The r;; coefficients represent the standardized effects of the true scores on the observed
scores. This effect is smaller if the random errors are larger. This coefficient is called
the reliability coefficient. Reliability is defined as the strength of the relationship
between the observed response (y;;) and the true score (t;), that is rij2 .

The v;j coefficients represent the standardized effects of the variables of interest on the
true scores for the variables that are in fact measured. This coefficient is therefore called
the validity coefficient. Validity is defined as the strength of the relationship between
the variable of interest (f;) and the true score (t;), that is Vijz )

The m;; coefficients represent the standardized effects of the method factor on the true
scores, called the method effect. An increase in the method effect results in a decrease in
validity and vice versa. It can be shown that for this model m;* = 1 — v;*, and therefore
the method effect is equal to the invalidity due to the method used. The systematic
method effect is the strength of the relationship between the method factor (M;) and the
true score (t;j) denoted by mijz.

The total quality of a measure is defined as the strength of the relationship between the
observed variable and the variable of interest, that is (rijVij)2.

The effect of the method on the correlations is equal to r1jm;jmy;r;.

The reason for using these definitions as quality criteria becomes evident after
examining the effect of the characteristics of the measurement model on the correlations
between the observed variables.

It can be shown that the correlation between the observed variables p(yi;,y2;) is
equal to the combined effect of the variables that we want to measure (f; and f,) plus the
spurious correlation due to the method factor as demonstrated in formula (1):

P(Y13,y25) = 113v1j P(f1,£2)vajta; + rijmyjmyry; 2.1)

Note that rj; and vj; , which are always less than 1, will decrease the correlation
(see first term) while the effects of the method, if they are not zero, can generate an
increase in the correlation (see second term).

If there are only two observed variables, the quality criteria and the correlation
between the variables of interest cannot be estimated. A design for data collection is
therefore needed that provides more information so that the parameters of the model can
be identified.
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2.3 The classical MTMM design and model

Campbell and Fiske (1959) suggested using multiple traits and multiple methods
(MTMM). The classic MTMM approach recommends using at least three traits that are
measured with three different methods, leading to nine different observed variables. An
example of such a design is presented in Table 1.

Table 2.1. The classic MTMM design used in the ESS pilot study

The three traits were presented by the following three questions:

1. On the whole, how satisfied are you with the present state of the economy in
Britain?

2. Now think about the national government. How satisfied are you with the way it is
doing its job?

3. And on the whole, how satisfied are you with the way democracy works in Britain?

The three methods are specified by the following response scales:
(1) Very satisfied; (2) Fairly satisfied; (3) Fairly dissatisfied; (4) Very dissatisfied

Very dissatisfied Very satisfied
0 1. 2 3 4 5 6 7 8 9 10

(1) Not at all satisfied; (2) Satisfied; (3) Rather satisfied; (4) Very satisfied

Using this MTMM design, data for nine variables are obtained and a correlation
matrix of 9x9 is obtained from those data. The model formulated to estimate the
reliability, validity, and method effects is an extension of the model presented in Figure
1. Figure 2 illustrates the relationships between the true scores and the general factors of
interest. Figure 2 shows that each trait (f;) is measured in three ways. It is assumed that
the traits are correlated but that the method factors (M;, M,, M3) are not correlated
because the reactions will be different for different methods. To reduce the complexity
of the figure, no indication is given that for each true score there is an observed
response variable that is affected by the true score and a random error, as was
previously introduced in the model in Figure 1. However, these relationships, although
not made explicit, are implied.

It is normally assumed that the correlations between the factors and the error
terms are zero, but there is some debate regarding the actual specification of the
correlations between the different factors. Some researchers allow for all possible
correlations between the factors, while mentioning estimation problems’ (Kenny and
Kashy 1992; Marsh and Bailey 1991; Eid 2000). Andrews (1984), Saris (1990) and
Saris and Andrews (1991) suggest that the trait factors can be allowed to correlate, but
should be uncorrelated with the method factors, while the method factors themselves are
uncorrelated. When this latter specification is used, combined with the assumption of
equal method effects for each method, almost no estimation problems occur in the
analysis. This was demonstrated by Corten et al. (2002) in a study in which 79 MTMM
experiments were reanalyzed.

7 This approach lends itself to non-convergence in the iterative estimation procedure or improper
solutions such as negative variances.
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Figure 2.2: MTMM model illustrating the true scores and their factors of interest.

The MTMM design of 3 traits and 3 methods generates 45 correlations and
variances. In turn, these 45 pieces of information provide sufficient information to
estimate 9 reliability and 9 validity coefficients, 3 method effect coefficients and 3
correlations between the traits. There are a total of 24 parameters to be estimated. This
leaves 45 — 24 = 21 degrees of freedom, meaning that the necessary condition for
identification is fulfilled. It also can be shown that the sufficient condition for
identification is satisfied, and given that df=21, a test of the model is possible.

Many alternative models have been suggested for MTMM data. A review of
some of the older models can be found in Wothke (1996). Among these is the
confirmatory factor analysis model for MTMM data (Althauser et al. 1971; Alwin
1974; Werts and Linn 1970). An alternative parameterization of this model was
proposed as the true score (TS) model by Saris and Andrews (1991), while the
correlated uniqueness model has been suggested by Kenny (1976), Marsh (1989), and
Marsh and Bailey (1991). Saris and Aalberts (2003) compared models presenting
different explanations for the correlated uniqueness. Models with multiplicative method
effects have been suggested by Campbell and O’Connell (1967), Browne (1984), and
Cudeck (1988). Coenders and Saris (2000) showed that the multiplicative model can be
formulated as a special case of the correlated uniqueness model of Marsh (1989). We
suggest the use of the true score (TS) MTMM model specified by Saris and Andrews
(1991) because Corten et al. (2002) and Saris and Aalberts (2003) have shown that this
model has the best fit for large series of data sets for MTMM experiments. The classic
MTMM model is locally equivalent with the TS model, meaning that the difference is
only in its parameterization. See Appendix 1 for more details on why we prefer this
model.

The Classical MTMM approach has its disadvantages. If each researcher
performed MTMM experiments for all the variables of his/her model, it would be very
inefficient and expensive, because he/she would have to ask six more questions to
evaluate three original measures. In other words, the respondents would have to answer
the questions about the same topic on three different occasions and in three different
ways. This raises the questions of whether this type of research can be avoided; if this
research is really necessary, and whether or not the work of the respondents can be
reduced.
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Most MTMM experiments to date have used the classic MTMM design or a
panel design with two waves, in which each wave had only two observations for the
same trait, while at the same time the order of the questions was random for the
different respondents (Scherpenzeel and Saris 1997). The advantage of the latter method
is that the response burden of each wave is reduced and the strength of opinion can be
estimated (Scherpenzeel and Saris 2006). The disadvantages are that the total response
burden is increased by one extra measure and that a frequently observed panel is needed
to apply this design. Although this MTMM design has been used in many studies
because of the presence of a frequently observed panel (Scherpenzeel 1995), we feel
that this is not a solution that can generally be recommended. Given the limited
possibilities of this particular design, other types of designs have therefore been
produced, such as the split-ballot MTMM design (Saris, Satorra and Coeders 2004),
which will be discussed in the next section.

2.4 The split-ballot MTMM design

In the commonly used split-ballot experiments, random samples from the same
population receive different versions of the same questions. In other words, each
respondent group gets one method. The split-ballot design makes it possible to compare
the response distributions of the various questions and to assess their possible relative
biases (Schuman and Presser 1981; Billiet et al. 1986).

In the split-ballot MTMM design, random samples of the same population are
also used but with the difference that these groups receive two different forms of the
same question. In total there is one less repetition than in the classical MTMM design
and one more than in the commonly used split-ballot designs. We will show that this
design combines the benefits of the split-ballot approach and the MTMM approach in
that it enables researchers to evaluate measurement bias, reliability, and validity
simultaneously, and that it does so while reducing the response burden. The suggestion
to use split-ballot designs for structural equation models can be traced back to Arminger
and Sobel (1991).

The two-group split-ballot MTMM design is structured as follows. The sample
is split randomly into two groups. One group has to answer three survey items
formulated using method 1, while the other group is given the same survey items
presented in a second form, called “method 2.” in the MTMM literature In the last part
of the questionnaire all respondents are presented with the three items, which are now
formulated in method 3 format. The design can be summarized as shown in Figure 2.3.

Time 1 Time 2
Sample 1 Form 1 Form 3
Sample 2 Form 2 Form 3

Figure 2.3 The two-group split-ballot MTMM design.

In short, in the two-group design the researcher draws two comparable random
samples from the same population and asks three questions about at least three traits in
each sample: once with the same method and once with another form (method) of the
same questions (traits) after sufficient time has elapsed. Van Meurs and Saris (1990)
have demonstrated that the effects of memory are negligible after 20 minutes. This time
gap is enough to obtain independent measures in most circumstances.
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The design in Figure 3 matches the standard split-ballot design at time 1 and
thus provides information on the differences in response distributions between the
methods. Combined with the information obtained at time 2, this design provides extra
information. The question of whether the reliability, validity and method effects can be
estimated from this data still remains, since each respondent answers only two questions
about the same trait and not three, as required for the classical MTMM design. The
answer is not immediately evident, since the information necessary for the 9x9
correlation matrix comes from different groups and is by design incomplete (see Table
2). Table 2 shows the groups that provide data for estimating variances and correlations
between questions using either the same or different forms (methods).

Table 2.2: Samples providing data for correlation estimation

Method 1 Method 2 Method 3
Method 1  Sample 1
Method 2 none Sample 2

Method 3  Sample 1 Sample 2 Sample 1+2

In contrast to the classical design, no correlations are obtained for form 1 and
form 2 questions, as they are missing by design. Otherwise, all correlations in the 9x9
matrix can be obtained on the basis of two samples, but the data come from different
samples.

Each respondent is given the same questions only twice, reducing the response
burden considerably. However, the correlations between forms 1 and 2 cannot be
estimated, leading to a loss of degrees of freedom when estimating the model on the
now incomplete correlation matrix. This might make the estimation less efficient than
the standard design in which all correlations are available, as in the three-group design.
In large surveys the sample can be split into more subsamples and more than one set of
questions hence evaluated. For more details of this approach, see Saris et al. (2004)

2.5 Estimating and testing models for split-ballot MTMM experiments

The split-ballot MTMM experiment differs from the standard approach in that
different equivalent samples of the same population are studied instead of just one.
Given that the random samples are drawn from the same population, it is natural to
assume that the model is exactly the same for all respondents and the same as the model
specified in Figure 2, which includes the restrictions on the parameters suggested by
Saris and Andrews (1991). The only difference is that not all questions were asked in
every group.

Since individuals were assigned to groups at random, and there is a large sample
in each group, the most natural approach for estimation is the multiple -group SEM
method (Joreskog 1971). This approach is available in most SEM software packages.
We refer to this approach as a multiple-groups structural equation model or MGSEM®,

¥ Because each group will be confronted with partially different measures of the same traits, some
software packages for multiple-group analysis will require some tricks to be applied. This is the case for
LISREL, where the standard approach expects the same set of observable variables in each group. A simple
trick to handle such a situation was described in the early work of Joreskog (1971) and in the manual of the
early versions of the LISREL program; such tricks are also described in Allison (1987). Multiple-group
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As stated above, a common model is fitted across the samples, with equality constraints
for all the parameters across groups. With the current software, and applying the theory
for multiple-group analysis, estimation can be made by using the maximum likelihood
(ML) method or any other standard estimation procedure in SEM. In the case of non-
normal data, robust standard errors and test statistics are available in the standard
software packages. For a review of multiple-group analysis in SEM models as applied
to all the designs, see Satorra (1992, 2000).

The incomplete data set-up we are dealing with could also be considered as a
missing data problem (Muthen et al. 1987). However, the approach for missing data
assumes normality, while this design does not provide the theoretical basis for robust
standard errors and corrected test statistics that are currently available in MGSEM
software. Since the multiple-group option therefore offers the possibility of standard
errors and test statistics which are protected from non-normality, we suggest that the
multiple-group approach is preferable.

Given this situation, we suggest the MGSEM approach for estimating and
testing the model using SB-MTMM data. In doing so, the covariance matrices are
analyzed while the data quality criteria (reliability, validity coefficients and method
effects) are obtained by standardizing the solution.

Although the statistical literature suggests that data quality indicators can be
estimated using the SB-MTMM designs, we need to be careful when using the two
group designs with incomplete data, because they may lead to empirical
underidentification problems (Saris et al 2004). However under normal circumstances
the model is identified and all parameters can be estimated. We will illustrate this
approach below.

Many MTMM experiments have been carried out in recent decades
(Scherpenzeel 1995). These experiments have provided information about the reliability
and validity of 1087 questions. These questions were coded with respect to their
characteristics and a meta-analysis was subsequently performed to determine the effect
of the question characteristics on the quality criteria. The results of the meta-analysis
have been reported in the book by Saris and Gallhofer (2007) which also introduces a
program (SQP) for the prediction of the quality of questions based on this meta-analysis
(Oberski et al 2004).

2.6 Conclusion and discussion

In this paper we hope we have shown that the Multitrait Multimethod approach
to measurement problems in the social sciences can provide relevant information in
terms of the reliability and validity of survey questions. In case of the use of the split
ballot MTMM design, the approach can also provide information about the items
missing values and bias, as well as other split ballot studies.

We argue that this approach is especially useful for subjective variables. It is
often difficult to formulate alternative questions for objective variables, and to know
whether memory effects can be excluded. The test-retest approach or the panel approach
using the quasi simplex model is probably better for these variables.

We have also illustrated that relevant results can be obtained with the MTMM
approach, suggesting that it is better to made use of item-specific scales than batteries of
agree / disagree scales.

In Saris and Gallhofer (2007), we also presented the results of a meta-analysis of
87 MTMM experiments and a program (SQP) to predict the quality of survey questions.

analysis with the software EQS, for example, does not require the same number of variables in the different
groups.

36



So far, this program can only predict the quality of questions in English, German and
Dutch. Thanks to the experiments included in the ESS, it may be possible in the future
to develop a new version of the SQP program that can predict the quality of questions in
many other European languages.

The results of the MTMM experiments and the predictions of the program can
be used to improve questions before the data are collected or for correction for
measurement error after the data have been collected.
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Chapter 3
New experiments in the ESS
Willem Saris
Irmtraud Gallhofer
Melanie Revilla

Diana Zavala

The Central Coordinating Team (CCT) of the European Social Survey has included
from the very start next to the main questionnaire a supplementary questionnaire for
methodological purposes in all countries. In this questionnaire alternative forms of some
questions of the main questionnaire would be presented to the respondents in order to evaluate
the quality of these questions using the SB-MTMM design with two subgroups. This means that
all respondents get the chosen question forms in the main questionnaire while in the
supplementary questionnaire two alternative forms are presented to randomly assign subgroups
of the sample. As we have seen before such experiments will allow the estimation of the quality
of all questions and allow for testing the comparability of the questions across countries. In the
first part of this chapter we discuss which experiments in the different rounds have been
introduced by purpose. In the second part we discuss the differences we have found between the
questions that were not planned but occurred nevertheless in the process of the translation,
layout and presentation of the questions to the respondents in the different countries

3.1 The Planned differences in the MTMM experiments

In this part we discuss the design of the SB-MTMM that has been planned in the first
three rounds of the ESS.

3.1.1 Selection of experiments for round 1

It will be clear that the experiments cannot cover all variables used in the ESS.
In the first round of the ESS the following crucial factors have been suggested for
evaluation:

a) open questions asking frequencies or amounts versus 7 point category scales

b) dichotomous versus 5 points and 11 point scales

c) 5 point agree/disagree items with statements versus item specific questions

d) 11 point bipolar scales with show cards or without them

e) 4 point bipolar scales versus 4 point unipolar scales and 11 point bipolar
scales

f) use of agree/disagree batteries compared with direct questions with construct
specific responses

In this approach the choice of the topic is not so important but in the ESS we

have to select for the experiment those topics which are in the main questionnaire
already. The following choice was made for the different experiments:
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a) media use

b) political efficacy

c¢) social trust

d) satisfaction with the economy, democracy and government
e) trust in political institutions

f) socio-political orientations

Other topics could have been chosen but we have chosen for sets of questions
from the core questionnaire because they should get priority in the evaluation of their
quality.

A compact summary of the design of the SB-MTMM experiments in the round 1
of the ESS can be found in Table 3.1. For the exact formulation of the questions we
refer to the Appendix.

Table 3.1 Round 1: The SB-MTMM experiments

Experim. Var. Meaning main | SC-A | SC-B
tvtot - On an average weekday, how much time, in total, do
you spend watching television? 8 In 7
Media rdtot - On an average weekday, how much time, in total, do | categ. | hours | categ
1 you spend listening to the radio? In and | gener
nwsptot | - On an average weekday, how much time, in total, do | hours | min al
you spend reading the newspapers?
polempl | - Politics seems so complicated that I can’t really
Pol. eff | understand . . . . .
é polactiv | - I could take an active role in a group involved with | Sis Sad Sad
political issues
poldcs | - Easy to make my mind up about political issues
Political ginveco | - The less the government intervenes in the economy,
orientatio the better for the country
n gincdif | - The government should take measures to reduce | Sad Sad Sig
differences in income levels batt
3 needtru | - employees need strong trade unions to protect their
working conditions
stfeco | - On the whole how satisfied are you with the present
Satisfacti state of the economy in [country]?
on stfgov | - Now thinking about the [country] government, how 1is Ais 6is
satisfied are you with the way it is doing its job? fixed
4 stfdem | - And on the whole, how satisfied are you with the way
democracy works in [country]?
ppltrst | - Generally speaking, would you say that most people
can be trusted, or that you can’t be too careful in
Social dealing with people?
trust pplfair | - Do you think that most people would try to take 1is 6is Jis
advantage of you if they got the chance, or would they
5 try to be fair?
pplhlp | - Would you say that most people look out for
themselves or that they try to be helpful?
How much do you personally trust each of the
Political institutions: 11is 1is
trust trstprl | - [Country]’s parliament batter | 1lis
6 trstlgl | - The legal system y score
trstplc | - The police

Note: is=item specific scale, ad= agree/disagree scale, batt=battery, fix=fixed reference point
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3.1.2 The selection of the MTMM experiments for Round 2

The selection of the experiments in the second round of the ESS are summarized
below.

Experiment 1 How to ask numeric questions

In the MTMM experiments or round 1 we had seen that the frequency and
amount questions had very bad quality. Therefore, the format of such questions has
been tested in the pilot of round 2 and a new version has been included in the main
questionnaire. An experiment with alternative forms is done in order to see how these
different versions work in the different countries. In Table 3 .2 the experiment is
summarized. The exact formulation of the questions can be found in the Appendix.

Experiment 2 different position of the items on the scale

In survey research very often batteries of statements are used, where within the
statements an arbitrary position on the underlying dimension is specified. For example,
it is said that something is “usually” done or “seldom” done. This choice is arbitrary but
may have consequences for the results. One can also avoid such arbitrary choices and
ask people to specify how frequently the activity happens on a scale from never to
always. This experiment has been done with items about activities of doctors. Table 3.2
gives a summary of the experiment. The questionnaire is presented in Appendix.

Experiment 3: Item specific categories or batteries

In this experiment a comparison has been made between a standard battery and a
set of separate questions with item specific response categories. The second form had 4
categories like the battery; the third form had 11 categories. The questions concern
characteristics of a job. The summary of the experiment can be found in Table 3.2. The
questions are presented in the Appendix.

Experiment 4: The use of different labels and positions of items

In this experiment we test the effect of the positions of the items on the
underlying dimension as in experiment 2 but also the effect of scale with long labels at
both sides of the scale. The number of categories was each time the same. The positions
of the items were changed by changing the item from positive to negative while in the
last form the positive and negative statements were placed at the end points of the scale.
The topic was the role of men and women in society. The experiment is summarized in
table 3.2. For details of the used questions we refer to the Appendix.

Experiment 5: The use of fixed reference points

In the ESS we usually use what has been called fixed reference points, i.e.,
labels that have a fixed position on the underlying opinion scale for example “extremely
satisfied”. That is definitely the end point of the satisfaction scale. A non fixed reference
point could be “very satisfied”. Some people will see it as the end point of the scale
others don’t. This difference of perception can cause differences in responses that have
nothing to do with the substantive opinions. Therefore, fixed reference points have
advantages. This experiment should show if this is indeed the case in all countries and
also if 3 fixed reference points are better than 2. The topic for the experiments were the
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satisfaction questions belonging to the Core of the ESS. In table 3.2 the experiment is
summarized. The exact formulation can be found in Appendix.

Experiment 6: The effect of repetition for different items

These MTMM experiments are not possible without repeated observations. In
our SB-MTMM design the number of repetitions has been reduced to 1 for all
respondents but this can nevertheless have a positive (memory) or a negative
(inaccurateness) effect on the quality of the data. This can be seen in an experiment,
where exactly the same questions are repeated in the different parts of the data
collection. This experiment is done with questions with respect to “trust in political
institutions”. The summary of the experiment can be found in Table 3.2.; the exact
formulation of the questions can be found in the Appendix.

Table 3.2. Round 2: The SB-MTMM experiments

Experim. Var Meaning ain C-A CB c-C
Hwktwdl | - On a typical weekday about how many hours, in total,
do people in your household spend on housework for
hwk your home? n n
Hwkpwdl | - And about how much of this time do you spend | hours n hours
1 .
yourself? +6pt | hours | +in
Hwkpwdp | - And about how much of this time does your | scale %
husband/wife/partner spend on housework?
dckptrt | - Doctors keep the whole truth from their patients
doc detreql - GPs treat their patients as their equals. AD AD
2 dcdisc - Before doctors decide on a treatment, they discuss IS
it with their patient arely sually
. vrtywrk | - There is a lot of variety in my work.
job . .
3 jbscr - My job is secure . . AD IS 1S
hithrwk | - My health or safety is at risk because of my work
wncpwrk | - A woman should be prepared to cut down on
her paid work for the sake of her family (main + SC-B)
Women should NOT be prepared... (SC-A)
mnrsphm | - Men should take as much responsibility as women for
women the home and children. (main + SC-_B_) _ AD
Women should take more responsibility for the home
4 . AD IS
and children. (SC-A)
mnrrgtjob | - When jobs are scarce, men should have more right to attery
a job than women. (main + SC-B)
When jobs scarce, women should have the same right
to a job as men. (SC-A)
Stfeco - On the whole how satisfied are you with the present
state of the economy in [country]? 11S
. stfgov - Now thinking about the [country] government, how
satisf . . .. S 11S .
p satisfied are you with the way it is doing its pr? ixed 11S
stfdem - And on the whole, how satisfied are you with the way | .
. ixed .
democracy works in [country]? iddle
label
How much do you personally trust each of the
trustin institutions: .
6 trstprl - [Country]’s parliament lis lis lis
trstlgl - The legal system
trstplt - The policians

Note: is=item specific scale, ad= agree/disagree scale, batt=battery, fix=fixed reference point
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3.1.3 The selection of the MTMM experiments for Round 3

There were two reasons for the proposals for MTMM experiments in this round. The
first was that some experiments done in the pilot study of round 3 were not conclusive and the
second was that some basic questions, used in the core, were not evaluated with respect to their
quality. Given these two reasons the MTMM experiments for the Round 3 data collection has
been formulated. We will discuss the proposed designs in sequence starting with the proposals
based on the pilot experiments.

Proposals based on the pilot experiments

In experiment 1 of the Pilot we tried to see if the number of categories increases
the quality of the question. This was indeed true for the 11 point scale compared with
the 5 point scale. However the results for the 7 point scale were different from the
expectations. The reversal of the numbers at the categories may be the cause.

Given that it is important to know if these results hold for all countries involved,
we suggested repeating this experiment for all countries but with the corrections
suggested above and limiting the experiment to the 3 positive items of the set of items.

The second experiment concerned the hypothesis that the effect of variation in
the use of scales will reduce the method effects. Although the hypothesis sounded
plausible the effects were not found in the pilot study because the method effects were
not significant. A possible reason for the lack of method effects in this case is that the
items in this scale represented positive and negative points of view and a positive item
was always followed by a negative one and vice versa. This means that respondent has
to think about the use of the scales anyway. If one answers the questions a bit
attentively one has to switch from agree to disagree all the time. This seems to have
happened here.

The conclusion was that this experiment cannot be done as it has been done. We
suggested doing it in a different way. Our suggestion was to select only the three
positive items from the items 45-50 and use them in the experiment. In doing so we can
also see if balancing the scale reduces the method effect because in the main
questionnaire a balanced scale will be used.

Proposals based on Core questions

Given the above specified experiments there was still space for more
experiments in the supplementary questionnaire. We suggested to experiment with two
topics of the core questionnaire that have not been evaluated yet. Those are the
immigration questions and the consequences of more immigrants.

The first set is measured with a 4 point agree/disagree format in the main
questionnaire. We suggested in group 1 to repeat the 5 point scale, in group 2 to use a 4
point scale and in group 3 a 7 point scale. In this way the variation of the scales
experiment can be extended and we get more information about the effect of the number
of categories.

The consequence of immigration is asked using an 11 point scale with anchored
end points. This approach is arbitrary. One could also have used statements with an
agree/disagree format. In groups we suggested to use a 5 point agree/disagree scale and
11 point agree/disagree scale in group 2. Finally we suggested using in group 3 a 7 point
scale.

The summary of the proposal can be found in Table 3.3. For the exact formulation of
the questions we refer to the Appendix.
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Table 3.3 Round 3: The SB-MTMM experiments

Exp Var. Meaning Main | gpA gpB gpC
Ml M2 M3 M4
dngval - I generally feel that what I do in my life is
dngval valuable and worthwhile
ppllfcr - There are people in my life who really care about | AD AD AD AD
1 me
flclpla - I feel close to the people in my local area
imbgeco | - It is generally bad for [country’s] economy that
imbgeco | . people come to live here from other countries
imueclt - [Country’s ] cultural life is generally undermined
) . . 11S AD 1AD AD
) . by people coming to live here from other countries
imwbent | - [Country] is made a worse place to live by people
coming to live here from other countries
imsmet | - [Country] should allow more people of the same
race or ethnic group as most [country’s] people to
come and live here.
imsmetn | imdfctn | - [Country] should allow more people of a
different race or ethnic group from most IS AD IS AD
3 [country’s] people to come and live here.
impentr | - [Country] should allow more people from the
poorer countries outside Europe to come and live
here.
Irmnew Irnnew | - I love learning new things '
accdng - Most days I feel a sense of accomplishment from AD AD 11S IAD
4 whgt Ido . .
plprftr - I like planning and preparing for the future.

Note: is=item specific scale, ad= agree/disagree scale, batt=battery, fix=fixed reference point

So far we have presented the variation in the questions that have been made by
purpose. There are, however, also differences which have been occurred in the
questions and the data collection methods for other reasons.

Due to the fact that we have to use questions present in the questionnaire not just
the above mentioned characteristics will vary across the experiments but also other
characteristics for example:

the position in the questionnaire,

the distance to the next MTMM question

the mode of data collection etc, (see restrictions) but also
the length of the question text,

the number of sentences, the number of labels etc.

Some of these differences are logical consequences of the formulation of the
questions. Others are a consequence of the fact that the Central Coordinating Team
(CCT) of the ESS does not have complete control over the way the questions are
translated and presented to the respondents.

In preparation of the meta analysis of the MTMM experiments all questions
have been coded on the characteristics that are included in the program SQP. As a
consequence we have a complete overview of the differences between the questions in
all countries. This will be the topic of the second part of this chapter.
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3.2 The Unplanned differences in questions across the countries

Besides the variation in the question design planned by the researchers, many
other differences have been detected due to the translations, the layout of the questions
and the presentation of the questions to the respondents. The most important differences
detected will be presented below. However, before we discuss this issue, we first pay
attention to the procedure used to detect these differences. It is not so clear that one can
detect these differences because the questionnaires have been translated in many
different languages which complicate the comparison.

3.2.1. The procedure to detect the differences

In order to detect the characteristics of all the questions that were involved in the
MTMM experiments in all the participating countries a new version of the program
SQP has been used °. In the program more than 50 formal characteristics of survey
questions, the answer categories, the show cards, the data collection method, the survey
characteristics etc. are coded.

Because in many of the ESS countries different languages are spoken and used
in the questionnaires, coders had to be found which were native speakers in all the
languages. Fortunately it was possible to find sufficient native speakers for all
languages.

In order to check the quality of the coding first some experiments were coded by
two coders in order to see whether the agreement of the codes was sufficient to rely on a
single coder. It turns out that coders often make errors, mostly by mistake. If the two
coders spoke about the differences in their coding it was in general easy to come to a
concensus about the correct code.

Given this experience we have decided that first two coders would make a
concensus coding of the source questionnaire of each round. Consequently the coding of
each coding of each question of each questionnaire in all languages and countries was
compared with the consensus coding of the source questionnaire'’. If a difference was
detected the coordinator of the coding process spoke with the specific coder about the
reasons for the difference. It could be that a mistake was made in the coding. However it
was also possible that there was an unexpected difference in the coding in the question
text in the specific country. In the former case the code was adjusted in the later case the
code remained as it was so that now can be seen that a question on a specific
characteristic was different from the characteristic in the source questionnaire. All the
codes have been stored in the question data file included with the question text in the
different languages. In the next section we will give some results with respect to the
differences which have been found using this procedure.

3.2.2. The differences in characteristics between source and countries

Below we present the distribution of the questions in the source questionnaire
and the questionnaires developed in the different countries. First we will give some
results for characteristics of the questions that should not be different in the different
countries, especially the concept of the questions, the domain of the question and the
basic form of the questions. Each time we make a comparison between the distribution
of the questions over the categories of the different characteristics found in the source

? This program has been developed by Daniel Oberski and Thomas Gruner and is now a part of the new
SQP prgram.
'% For this purpose again a special program “Compare” was made by Daniel Oberski.
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questionnaire and the ones in the other countries after translation. In principle the
proportions should be the same but by leaving out one question or making error small
deviations can occur. The tables 3.4, 3.5 and 3.6 show indeed that the differences are
minimal.

Table 3.4 Source Other countries
Concept Absolute % Absolute %
Evaluative belief 34 30.63 538 29.97
Feeling 42 37.84 700 39.00
Facts. background or
behaviour 2 1.80 34 1.89
Evaluation 13 11.71 211 11.75
Norm 3 2.70 42 2.34
Policy 14 12.61 228 12.70
Action tendency 3 2.70 42 2.34
Total 111 100.00 1795 100.00
Table 3.5 Source Other countries
Domain Absolute % Absolute %
Health 6 541 102 5.68
Living conditions and background
variables 12 10.81 197 10.97
Other beliefs 0 0.00 1 0.06
Work 20 18.02 340 18.93
Personal relations 16 14.41 231 12.86
Leisure activities 4 3.60 68 3.79
National politics: national
government 7 6.31 119 6.63
National politics: national
institutions 15 13.51 248 13.81
National politics: economic/financial
matters 14 12.61 223 12.42
National politics: other 17 15.32 267 14.87
Total 111 100.00 1796 100.00
Table 3.6 Source Other countries
Basic form Absolute % Absolute %

No request present 48 43.24 801 44.60
Indirect request 40 36.04 552 30.73
Direct request 23 20.72 443 24.67
Total 111 100.00 1796 100.00

On the other hand differences can occur for different reasons. Table 3.7 shows
that in some countries the procedure to use show cards for the questions was not
followed all the time.

Table 3.7 Source Other countries
Showcards Absolute % Absolute %
Showcard not used 39 35.14 418 23.27
Showcard used 72 64.86 1378 76.73
Total 111 100.00 1796 100.00

46



At the time of this research such differences were not controlled by the Central
Coordinating Team. This is now not possible anymore.

A similar phenomenon we see in table 3.8 presenting the distribution of
questions with respect to unipolar and bipolar scales. Also in this case a difference is
not necessary. In this case it is a bit more complicated because for example for trust one
can formulate the question from “complete distrust to complete trust” or from “no trust
al all to complete trust”. One can debate in this case whether the second scale is a proper
translation of the first one. Some national coordinators, responsible for the translations,
may have thought so but our coders did not think so. They coded the latter scale as
unipolar.

Table 3.8 Source Other countries
Range of the used scale Absolute % Absolute %
Unipolar 39 35.14 846 45.07
Bipolar 72 64.86 1031 54.93
Total 111 100.00 1877 100.00

Finally we ask attention for the difference between the source questionnaire and
the translations in other languages with respect to specifying “fixed reference points”. In
the source questionnaire often scales are used with only the end point labelled with
terms: “extremely bad to extremely good”. This is done because in this way the end
points of the scales are clearly indicated and they got a fixed value on the numeric 11
points response scale. It can be seen in this table that this procedure was not always
followed in the translations in the different countries. Often they use as labels for the
end points like “very bad to very good”. However these labels were not coded as fixed
reference points because people can think that these labels do not indicate the end points
of the scales.

Table 3.9 Source Other countries
Fixed reference points Absolute % Absolute %

0 3 2.78 177 9.65

1 75 69.44 783 42.67
2 20 18.52 289 15.75
3 10 9.26 586 31.93
Total 108 100.00 1835 100.00

In a recent study (Zavala 2011) it was detected that in some countries, especially
the Slavic countries, it is impossible to find a proper alternative for “extreme” and this
has caused this difference.

It is, of course, not possible to give an overview of the distributions of all
questions. That would require too much space. These examples illustrate what has been
done in this coding phase and what the results are like.

3.3 Conclusions

In this chapter we have given an overview of the different experiments that have
been done in the first three rounds of the ESS. It has been shown that several alternative
formulations have been tested for different questions.

For all the questions which have been included in these experiments the quality
of the questions have been estimated based on the MTMM experiments in which they
were involved.
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However it should also be clear that these experiments were done for specific
topics (domains) so in principle we cannot simply generalize these results from these
specific experiments suggesting to have found general results. In order to do so some
experiments have been repeated for different topics. Besides that we have these
experiments of the ESS combined with the earlier studies done using the same MTMM
approach in order to get a more general result with respect to the quality of the
questions. Over this complete data set a meta analysis has been done to make general
statement about the effects of the different question characteristics on the quality of the
questions.

In this context we have taken into account that not in all countries the
instructions of the CCT have been followed. Because this happened, we have coded all
questions on their characteristics and in the further analysis we take these differences
into account.
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Chapter 4
Estimation problems and solutions™
Melanie Revilla

Willem Saris

Saris, Satorra and Coenders (2004) proposed a new approach to estimate the quality of
survey questions, combining the advantages of two existing approaches: the multitrait-
multimethod (MTMM) and the split-ballot (SB) designs. Implemented in practice, this new
approach led to frequent problems of non-convergence and improper solutions. This paper uses
Monte Carlo simulations to understand how the SB-MTMM approach can be improved to
avoid the problems detected. The number of SB groups is a crucial element: the 3-group design
is performing better.. However this leads to practical problems. Therefore it was studied how
many respondents are needed in the third group to get acceptable estimates. Increasing the
sample size of the groups in the 2 group SB-MTMM design is a possibility. For different reasons
we have finally decided that the best solution for the estimation the parameters was a two step
procedure: starting with Multiple group analysis assuming that for each experiment the
parameters in all countries are the same; secondly testing for misspecifications in the model i.e.
allowing for differences between the countries for parameters that are different. This approach
works because we start with one model and approximately 40.000 cases.

4.1 Introduction

In Chapter 2 we have explained that for the ESS the SB-MTMM design was
developed in order to evaluate the quality of questions across countries. The ESS used
in each round a 2-group SB-MTMM design to collect data for several MTMM
experiments in 20 - 30 countries. The survey is divided into a main questionnaire (same
for all respondents: M1), and a supplementary questionnaire, that differs for the two SB
groups (M in group 1, M3 in group 2, cf. section 1). In round 3 we have a third group
which got method 3. In that case the comparison was between 4 methods.

The 3-group design has also been implemented: for instance, in December 2008,
the Longitudinal Internet Studies for the Social Sciences (LISS'?) panel presented to its
respondents a survey including some 3-group SB-MTMM experiments. The 3-group
design however is more difficult to implement. Indeed, in the 2-group design the
methods differ only at time 2 for the different SB groups, whereas in the 3-group
design, they differ both at times 1 and 2. It is not possible with the 3-group design to
have one main questionnaire similar for all respondents. Preparing the survey is
therefore more demanding. Besides, researchers who want to analyse identical questions
can only use two out of the three SB groups, so it reduces their sample size. Even if it
concerns only the variables included in the MTMM experiments, many survey institutes
prefer to use the 2-group designs. However, this leads to recurrent problems in the
analyses.

""" More information about this issue can be found in : Revilla M. and W.Saris (2011) The split-ballot
MTMM approach: implementation and problems. Barcelona, RECSM working paper 19.

'> Dutch Web panel based on probability sample. For more information, please see:
http://www.centerdata.nl/en/LISSpanel
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4.2 Main problems encountered in practice

Rindskopf already remarked in 1984 that in practice “structural equation models
are often plagued by a variety of undesirable results” (p.109). He argued it was a
consequence of empirical underidentification: “for most models, one cannot say that the
model is identified but only that it may be identified if certain conditions are true. [...]
The conditions for identification generally take the form of requiring that certain
parameters not to be zero or that parameters not equal one.” (p. 110). If these conditions
are not satisfied in a specific dataset, then undesirable results may arise.

Since 1984, much work has been done on structural equation models, but the
issue of undesirable results is still present. For the SB-MTMM model, the “undesirable
results” take mainly two forms: non-convergence (NC) and Heywood cases (HC). HC
or “improper solutions” correspond to “negative variances or correlation estimates
greater than one in absolute value” (Kolenikov and Bollen, 2008, p.1). Biased estimates
may also be an issue but without knowing the true values, it is difficult to notice it.

NC is problematic since if the parameters cannot be estimated, no conclusion
can be drawn. HC are also problematic. Negative variances may appear just because of
sampling fluctuations if the true value of the parameter is close to zero (Van Driel,
1978). That is why it is often argued that HC can be simply solved by fixing to zero the
negative but non-significant values. However, Rindskopf (1984) underlined that “the
corrective action to take is not always obvious; for example, it is not always correct to
remove a parameter from an analysis when it has negative error variance estimate,
because the problem may be caused by another variable” (p. 110).

Despite this warning, fixing the negative non significant values to solve HC is a
quite common procedure, implemented for example in Saris et al. (2004, p. 331).

Nevertheless, our analyses of real SB-MTMM data are in line with Rindskopf’s
comment and suggest that fixing negative non significant estimates may have a large
impact on other estimates of the model and may not really be a solution. This can be
illustrated by the 2-group SB-MTMM experiment about satisfaction in the Netherlands
collected in the first ESS round (2002-2003). The three traits deal with satisfaction with
the “present state of the economy”, the “way the government is doing its job” and the
“way democracy works in the country”. In the main questionnaire, respondents get an
11-point scale going from “extremely dissatisfied” to “extremely satisfied” (M). In the
supplementary one, group 1 gets a 4-point scale going from “very dissatisfied” to “very
satisfied” (M), whereas group 2 gets a 6-point scale going from “extremely
dissatisfied” to “extremely satisfied” (M3).

The covariance matrices are analysed using ML estimation for MG in LISREL"
(Joreskog and Sorbom, 1991). The model used is the true score model (cf. Chapter 3).
Since the respondents are randomly assigned to the SB groups, one does not expect
significant differences across groups for the same questions, so the parameters in the
second group are specified invariant (details in Saris and Gallhofer, 2007, chapter 12).

The estimation of this satisfaction experiment in the Netherlands leads to a HC:
the method variances for M, and M3 are negative, but according to a t-test not
significant. We start by fixing M, variance. The variance of M3 being still negative, we
also fix it and get a proper solution (PS).

To determine if the model appropriately reproduces our data, we use the
software JRule (Van der Veld et al., 2008) based on the testing procedure developed by
Saris et al. (2009). Using information about types I and II errors, it provides a test for
misspecifications at the parameter level. According to JRule, the method variances fixed
are not misspecified and the model cannot be rejected. This seems to provide support to

"> An example of Lisrel input to analyze SB-MTMM experiments is available online: http://bit.ly/gQI3sV
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the procedure of fixing negative variances. However, instead of M, and M3 variances,
we could also fix the variance of M. This is an alternative way of getting a PS. Also
this model cannot be rejected. In particular, no misspecifications are found for the
method variance fixed (variance of My).

Even if we got proper solutions in both cases, the results seem determined by the
choice of fixing one or the others method variances. The 11-point scale for instance
(M1) has the lowest quality of all three methods in the first situation (when fixing the
method variances of the My and M3) but the highest in the second one (when fixing the
method variance for My).

One could argue that the first model is the good one: fixing a non significant
parameter seems more acceptable than fixing the only positive and significant variance.
However, the second model cannot be rejected according to JRule'*. We are more
willing to think that getting so different estimates with two fitting models suggests that
both sets of estimates are biased because of the decision of fixing some parameters. So
getting HC may really lead to problematic situations where it is not clear what to do.

4.3 Frequency of these problems

NC and HC are all the more problematic as they are occurring very frequently.
The first and fourth rounds of the ESS are used to illustrate this. In the first round, six
SB-MTMM experiments (with three traits and three methods) dealing with media use,
political efficacy, political orientation, satisfaction, social and political trust are
analysed in 19 countries. In the fourth round, three SB-MTMM experiments dealing
with media use, satisfaction and political trust are considered. 22 analyses are run based
on the country and language of the interview. In total, 6*19 + 3*22 = 180 SB-MTMM
experiments are therefore studied'”.

Table 4.1 reports the number of NC, HC and PS. One can notice that for the NC
cases, one does not know if solving the non-convergence would lead or not to a proper
solution.

Table 4.1: Results obtained when running 180 SB-MTMM models for ESS rounds

land 4
Experiments NC HC PS Total cases
Media use 15 4 0 19
Pol. efficacy 1 11 7 19
Round Pol. orientation | 4 8 7 19
1 Satisfaction 3 9 7 19
Social trust 3 13 3 19
Political trust 2 10 7 19
Media use 16 6 0 22
Round  Satisfaction 9 10 3 22
4 Political trust 1 13 8 22
Total across experiments | 54 84 42 180
(Total in %) (30.0%) (46.7%) (23.3%) (100%)

Note: NC = not convergent, HC = Heywood case, PS = proper solution

' The two models are also very similar and cannot be rejected if we consider more global tests of the
model as the Chi-square or fit indices as RMSEA.

'* For more details about the traits and methods used in each experiment, as well as for the list of
countries (or countries/languages groups) analyzed in each round, please see: http://bit.ly/hH07b7
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Table 4.1 shows that only in 23.3% of the datasets a proper solution is obtained,
whereas 30.0% of the datasets lead to non convergence and 46.7% to Heywood cases.
Differences between experiments may be observed: the media use experiment seems
particularly problematic in both rounds, with no PS at all.

As seen in Chapter 3, Saris et al. (2004) mention that in some cases the 2-group
design may not be empirically identified, in particular when there is no correlation
between the traits. This is what seems to happen in the media use experiment. The
correlations between the reported time spent watching television, listening to the radio
and reading newspapers are almost zero. This may explain the problems encountered.
For the other topics however, the results are worse than expected from the reading of
Saris et al. (2004) and there is no clear explanation. In addition, for the same
experiment, sometimes within one country from one language to another, the SB-
MTMM experiment may in one case provide directly a PS but in the other not.

4.4 Possible reasons for the problems

Given this problematic situation Revilla and Saris (2011) did a Monte Carlo
simulation study to determine under which conditions the NC and HC are occurring.
Understanding when they are encountered may help finding how to solve them by
preventing these conditions to happen. Based on the warnings made by Saris et al.
(2004), three main explanations were considered:

- the role of the number of split-ballot groups: are there more problems in the 2-
group SB design because of the incomplete design?

- the closeness of the true values to boundaries: are the HC occurring because the
true values are close to zero?

- the similarities between different true values: are there more non convergence
problems because of these similarities?

Revilla and Saris (2011) came to the following conclusions:

The problems occur with the 2-group design but not with the 3-group design. The
number of SB groups used is the first main condition determining if the SB-MTMM
approach is or is not performing well.

The more similar the true correlations between the traits in a 2-group design, the higher
the probability of getting problems. Regression analyses suggested that the interaction
between the absolute true values of the correlation between the traits and differences in
correlations between the traits has a significant effect on the convergence and on the
bias. So complex mechanisms are at work to determine when the 2-group design
performs properly.

4.5 How can these problems are solved

Trying to identify under which conditions problems are occurring is interesting from
a theoretical point of view, but it needs also to be related to practice. To get more
insight in these problems Monte Carlo simulation were performed. Each experiment
consisted of 500 simulations with 500 cases. So far, the analyses suggest it is preferable
when designing MTMM experiments to choose traits that are sufficiently but not
equally correlated. This may however be difficult to design. The true correlations
between traits may be known from previous studies or an expected value may be
deduced from the theory. But if, as shown in Revilla and Saris (2011), a set of
correlations between traits of .1, .2, .8 leads to problems, whereas a set of correlations of
.2, .3, .9 does not, a very precise knowledge is needed, which is most of the time not the
case in practice. This section therefore focuses on potential solutions when facing
problems, in particular HC. In order to determine how these problems can be solved
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Monte Carlo simulations have been used to look for possible solutions. The simulations
have been done with two sets of parameters: case 1 is a problematic set and case 2 is
less problematic The values are presented in table 4.2. Two situations are considered
separately: one where the data has not been collected yet and one where the data has
already been collected.

Table 4.2: List of values of the parameters

Casel Case2 Casel Case2 Casel Case2

Gall 74 735 Tell 35 .30 Ph21 46 .60
Ga22 .82 735 Te22 .23 .30 Ph31 .50 .10
Ga33 74 735 Te33 .35 .30 Ph32 43 .30
Ga4l .70 735 Ted4d4 45 .30 Phl1 1 1

Ga5s2 74 735 Te55 .39 .30 Ph22 1 1

Ga63 .74 735 Te66 .39 .30 Ph33 1 1

Ga7l .86 735 Te77 .17 .30 Ph44 .10 .16
Gag2 .86 735 Te88 .17 .30 Ph55 .06 .16
Ga93 .83 735 Te99 22 .30 Ph66 .09 .16

4.6 If the data has not been collected yet

If the data has not been collected yet, the researchers have some freedom in
order to solve the problems. Different potential solutions are tested below using
simulations.

4.6.1 Increase the sample size?

Saris et al. (2004) show the sample sizes needed to get the same accuracy in the
estimation are larger in the 2-group design. Increasing the sample size may therefore
improve the performance of the 2-group design: the higher the sample size, the more
accurate the estimates. Different sample sizes are therefore tested. The number of
replications for each simulation is still 500. The analyses are done only for the 2-group
design since in the 3-group design the results are already acceptable with 500
observations. Results for case 1 are given in the top part of table 4.3.

The table shows that, indeed, when the sample size increases, the number of NC
decreases. Besides, the average estimate for M; variance increases little by little and
finally becomes positive. So the HC problem seems to be solved by increasing the
sample enough. But “enough” means at least 5.000 observations are necessary in order
to do get in average a positive variance for M; and preferably 10.000 or more to really
get an accurate solution. Theoretically, increasing the sample size is therefore, as
expected, a solution. However, practically, the sample sizes needed in case 1 to reach
accuracy are much too large for most of the surveys’ budgets. In the ESS, sample sizes
are rarely higher than 2.000. Asking for five times this number is often unthinkable.

However, case 1 has been chosen for being particularly problematic. It is interesting
therefore to look at another an example where the estimation was not good for the 2-
group design with 500 observations, but not as bad as with case 1. The bottom part of
Table 3 shows what is happening when increasing the sample size in case 2.
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Table 4.3: Increasing sample size for case 1 and 2

2-group | Number of observations

Case 1 |500 800 1000 |1500 [2000 |[5000 |7500 |10000 |15000 |20000 |true
Gall 9838 [.9619 [.9494 |.8998 |.8880 |.8080 |.7672 |.7546 |.7480 |.7448 |.74
(SD) (.4230)|(.4331)((.4032)|(.3734)((.2996) | (.2171)|(.1151)[(.0792)|(.0690) | (.0584)
Ga4l 5840 [.5998 [.6029 |.6255 |.6215 |.6653 |.6868 |.6935 |[.6982 |.7001 |.70
(SD) (.1680) | (.1638)[(.1601)|(.1487)((.1354)|(.1098)|(.0852)[(.0701)|(.0611)|(.0548)
Ga7l 7190 |.7424 |.7466 |.7767 |.7688 |.8179 |.8449 |.8534 |.8584 |[.8606 |.86
(SD) (.1987)[(.2005) [ (.1955) | (.1815) [(.1667)|(.1327)|(.1024) | (.0845)|(.0731) | (.0647)
Ph44 -.2007 |-.1813 |-.1581 |-.0973 [-.0664 |.0224 |.0726 |.0859 |.0919 |.0951 |.10
(SD) (.6787)|(.7417)[(.6435)|(.6485)((.4189)((.3372)|(.1131)[(.0647)|(.0557)|(.0458)
Ph55 1263 [.1150 [.1116 |.0983 |.1026 |.0773 |.0654 |.0620 |.0595 |[.0586 |.06
(SD) (.0875)|(.0895)[(.0876)|(.0832)((.0770)|(.0653)|(.0559)[(.0489)|(.0430)|(.0382)
Ph66 1771 (.1617 [.1595 |.1411 |.1466 |.1130 |.0967 |.0919 |.0887 |[.0875 |.09
(SD) (.1153)|(.1234)[(.1205)|(.1136) [ (.1049)|(.0910) | (.0765) | (.0668) | (.0583) | (.0527)
Number | 266 281 302 324 340 410 450 462 492 496 500
conv

Average|.1592 |.1293 |[.1216 |.0922 |.0878 [.0400 |.0147 |.0073 |.0033 |.0020

bias

Average|.1771 |.1872 |[.1573 |.1442 |.0937 |[.0833 |.0387 |.0347 [.0334 |.0325

MSE

Case 2 |500 800 1000 |1500 (2000 [5000 (7500 true
Gall 9540 |.8428 |.8060 |.7812 |.7640 |.7396 |.7377 735
(SD) (.5661)((.3517)((.2507)|(.1904) | (.1576)|(.0715) |(.0577)

Ga4l 6413 [.6891 |.7056 |.7154 |.7247 |.7352 |.7352 735
(SD) (.1885)[(.1603)[(.1509)|(.1273)[(.1124)|(.0727)|(.0575)

Ga7l 6426 [.6917 |.7077 |.7191 |.7284 |.7359 |.7367 735
(SD) (.1821)|(.1578)[(.1469)|(.1296) | (.1118)[(.0703) [(.0564)

Ph44 1213 1.1293 |.1455 |.1504 |.1533 |.1592 |.1597 .16
(SD) (.1225)((.2049)((.0690) | (.0609) [ (.0539)|(.0161) [(.0130)

Ph55 A717 1.1659 |.1626 |.1605 |.1604 |.1587 |.1596 .16
(SD) (.0497)((.0398){(.0370)|(.0320) [ (.0268)[(.0176) [ (.0141)

Ph66 1706 1.1640 |.1620 |.1595 |.1599 |.1584 |.1589 .16
(SD) (.0481)((.0430){(.0373)|(.0331)[(.0288)|(.0180) | (.0146) L
Number | 348 381 419 443 465 496 499 500
conv L
Average|.0777 |.0396 [.0245 |.0154 |.0088 |.0016 |.0011

bias

Average|.1168 [.0781 |[.0598 |.0528 [.0491 |[.0432 |.0424

MSE

Again, as the sample size increases, the NC problem is reduced and the average
estimates get more and more accurate. Moreover, the increase in sample size needed to
improve the performance of the 2-group design is much smaller in case 2 than in case 1.
Results are already quite accurate for 2.000 observations and for 5.000 they are really
close to the true values. Results for case 1 were extreme. In other situations, increasing
the sample size can be a solution since a reasonable sample size may solve the
problems. The difficulty then is how to determine in advance the sample size needed for
a specific experiment.
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4.6.2 Use 3-groups with a small third group?

We saw that in average the 3-group design seems to solve most of the problems.
On the contrary, when the 2-group design is applied to real data, a PS is obtained in
only 23.3% of the cases considered (see table 1). Besides, more than 10.000
observations may be needed in some cases to get accurate estimates by increasing the
sample size This realised, one may reconsider the difficulty of implementation of the 3-
group design and think more deeply about the possibility of using it.

What is bothering with the 3-group design is that not all respondents get one
common method, such that researchers that want to use one measure of one variable for
their research cannot use part of the respondents. To limit the number of respondents
that cannot be used, we could think of a 3-group design with three groups of unequal
sizes. In particular, having two main groups of more or less the same size, together with
a third group with a minimum sample size could appear as a nice compromise, limiting
the problems due to the implementation in practice, and still solving the NC problems
and HC. Therefore, our next question is: what is the smallest possible sample size
needed for the third group in order to solve the problems?

Since case 1 is the most problematic one, we start with it. The 500 observations
are divided in different ways: first, the 2- and 3-group designs already considered
before, with similar size for each group; then, different 3-group designs with unequal
repartition of the observations: 49%, 49%, 2% in one case, 47.5%, 47.5%, 5% in
another case, and 45%, 45% and 10% in the last case. The left part of Table 4.4 gives
the results.

Table 4.4: Results for different repartitions of the 500 observations into groups

Case 1 Case 2
500 obs |2 3gps (3gps [3gps |3gps |[true(2gps |3gps |3gps [3gps |3gps |[true

group (2% 5% 10% |equal 2% 5% 10% |equal
Gall |.9838 |.7644 |.7432 |.7389 |.7384 |.74 |.9540 |.7694 |.7479 |.7382 |.7322 |.735
(SD) (.4230)[(.1893)|(.0691)|(.0581)[(.0592) (.5661)[(.1693)((.1054)|(.0772)|(.0677)
Gad4l |.5840 |.6922 |.6976 |.6998 |.6994 |.70 |.6413 |.7228 |.7286 |.7329 |.7343 |.735
(SD) (.1680)[(.1041)|(.0787){(.0709) | (.0600) (.1885)[(.1346)((.1011)|(.0852)|(.0666)
Ga7l |.7190 |.8487 |.8553 |.8599 |.8590 |.86 |.6426 |.7203 |.7260 |.7319 |[.7325 |.735
(SD) (.1987)[(.1154)|(.0767)|(.0660) | (.0583) (.1821)[(.1294)|(.0946)|(.0805) | (.0647)
Ph44  |-.2007 |.0657 |.0971 |.1007 |.1004 |.10 |.1213 |.1558 |.1595 |.1612 [.1614 |.16
(SD) (.6787)((.2871)|(.0409)((.0300)|(.0279) (.1225)((.0454)((.0315)[(.0299) | (.0331)
Ph55 |.1263 |.0616 |.0595 |.0581 |.0591 |.06 |.1717 |.1598 |.1594 |.1579 |[.1585 |.16
(SD) (.0875)[(.0598)|(.0411)((.0337)|(.0282) (.0497)1(.0440) (.0402)|(.0380) | (.0334)
Ph66 |.1771 |.0898 |.0866 |.0848 |.0865 |.09 |.1706 |.1572 |.1564 |.1549 |[.1560 |.16
(SD) (.1153)[(.0710)|(.0471)[(.0370) | (.0329) (.0481)](.0404)|(.0388)|(.0367)|(.0338)
Number | 266 500 500 500 500 500|348 499 500 500 500 500
conv
Avg 1592 1.0133 |.0029 |.0015 |.0013 0777 1.0114 ].0055 [.0028 |.0022
bias
Avg 1771 1.0543 1.0341 |.0330 |.0327 1168 1.0520 [.0470 |.0450 |.0443
MSE

Results of table 4.4 are encouraging: by adding a third group with 10
observations (2%), the 500 replications become convergent and the variance of M;
becomes in average positive. By having a third group of 25 cases (5%), the estimates
are in average accurate, even in the problematic case 1. In order to co-validate this
result, the same kind of simulations is also done for all other sets of values and
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conditions which were qualified as poor or quite poor in Revilla and Saris (2011) and
for some conditions where no problems were encountered. The results for case 2 can be
found in the right part of Table 4.4, the other are not presented but the same pattern is
found in all cases: already with 10 observations, the NC problem is solved and the bias
is low in average.

In sum, in case the data has not been collected yet, we strongly recommend
using a 3-group design. If it helps its implementation, unequal sample size for the three
groups can be used with two main groups and one small group. However, it is important
to notice that accurate estimates are obtained in average over 500 replications. Given the
relative large standard deviations of the estimates of the parameters one can expect
rather large uncertainties in the estimates which will also lead to large standard errors in
the predicted values for the quality coefficients in the meta-analysis across countries.

4.7 If the data has already been collected

When the data has already been collected, adding a third group even of 10 cases
is not possible. Since quite some data was collected using the 2-group design, in
particular in the ESS, the next section looks for solutions to analyse properly this
existing data.

4.7.1 Fix the negative variances to zero?

The classic way of dealing with HC consists in fixing to zero non significant
negative estimates that should not be negative in theory. However, in the example of
satisfaction in the Netherlands, we saw that different method variances fixed to zero led
to models that could not be rejected but had very different estimates. It suggests that HC
may be more problematic than one thinks, but also that fixing even non significant
parameters may not be the proper thing to do. Nevertheless, we only looked at one
example. Besides, we had no information about the true values. So it was not possible to
know if one of the situations was biased whereas the other was correct or if both were
biased. To investigate this point more systematically, we use simulations based on case
1 for the 2-group design, where the average estimate for the variance of method 1 is
negative.

Table 4.5: Fixing method variances to zero

Case 1

500 obs 2 group 2 group fix |2 groups fi true
ph 44 ph55/ph66

Gall 9838 .8627 .6642 74
(SD) (.4230) (.0532) (.0493)
Gadl .5840 .5995 7788 .70
(SD) (.1680) (.0665) (.0799)
Ga7l 7190 7347 9552 .86
(SD) (.1987) (.0582) (.0634)
Ph44 -.2007 0 1552 .10
(SD) (.6787) (.0205)
Ph55 1263 1251 0 .06
(SD) (.0875) (.0302)
Ph66 1771 .1760 0 .09
(SD) (.1153) (.0287)
Number conv 266 500 481 500
Average bias 1592 .0999 .0758
Average MSE 1771 0567 .0470
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Table 4.5 shows that fixing the first method variance (q44) to zero, all 500
replications become convergent. Besides, it leads to a PS: on average none of the
parameters have prohibited values anymore (no negative variances also for the error
terms). The same is true when fixing the second (¢ss) and third (@ss) method variances,
with few non convergent replications left. Nevertheless, the estimates are very different
depending which method variance is fixed. Besides, both series of estimates are really
biased. For example v;; is 0.12 too high when the variance of M; is fixed to zero and
0.08 too low when the variances of M2 and M3 are fixed to zero. Moreover, the
standard deviations are low such that the true value does not even appear to be in the
confidence interval. We did not consider case 2 since they were no negative forbidden
estimates.

Overall, the results suggest that fixing one method variance to zero, even when
negative and non significant, is not a good solution, contrary to what is often argued and
done in practice. What else can we do?

4.7.2 Add a very small third group with random data?

The next section investigates an idea derived from previous results. In section
0.2, it has been seen that using three groups, even with a third group of only 10
observations, improves in average the performance of the estimation. When the data has
already been collected with a 2-group design, what would we get if we would simply
invent data for this third group that we need but do not have? In light of previous
results, we expect that if we use a really minimum sample size for this third group with
random (invented) data, this will not harm much the estimates (small N) and at the same
time will solve the problems due to the by design missing correlations.

To test this 500 datasets of 500 observations are generated in Mplus (Muthén
and Muthén, 1998-2007) using the values of case 1. Then, five or ten fake observations
for imaginary respondents that would get M, and M3 are added to each dataset. In the
first situation, these fake observations are completely randomly chosen and are the same
for all 500 datasets. In the second situation, the values of the fake observations are
inspired by values that are present in the dataset. Once the fake observations are added,
the datasets are analysed. In order to see if the results are stable with different sets of
true values, the procedure is repeated using the values of case 2. Table 4.6 gives the
results for both cases.

Table 4.6: results using a small fake third group

Case 1 Case 2
500 obs 5 fake |10 fake |5 fake based | 10 fake true | 5 fake |10 fake |5 fake based | 10 fake true
random | random | data based data random | random | data based data
Gall .6903 [.7245 |.7848 7639 T4 1.6251 |.7112 |.7876 7645 735
(SD) (.0694) | (.0610) |(.1674) (.1131) (.1210) | (.0736) | (.2977) (.1654)
Ga4l 7601  [.7190 |.6799 .6855 70 1.8995 |.7629 |.7271 1257 735
(SD) (.0815) | (.0722) [(.1240) (.0989) (.1251) | (.0795) | (.1582) (.1303)
Ga7l 9291 |.8860 |.8316 8411 .86 |.8634 |.7713 |.7232 1247 735
(SD) (.0776) | (.0678) |(.1372) (.1053) (.1077) | (.0763) | (.1498) (.1267)
Ph44 1337 1.1065 |.0533 .0774 .10 |.1862 |.1730 |.1525 1579 .16
(SD) (.0437) | (.0326) |(.1590) (.1012) (.0331) | (.0293) | (.0885) (.0380)
Ph55 .0251 [.0636 |.0688 .0673 .06 |.1143 |.1500 |.1586 .1590 .16
(SD) (.0359) | (.0286) |(.0734) (.0561) (.0492) | (.0392) | (.0465) (.0434)
Ph66 .0380 [.0828 |.0988 .0951 .09 |.1251 |.1413 |.1563 .1563 .16
(SD) (.0464) | (.0342) |(.0962) (.0695) (.0456) | (.0384) | (.0445) (.0421)
Number conv |361 500 471 500 500|499 500 496 496 500
Average bias  [.0499 |.0130 |.0263 .0154 .0849 |.0216 |.0142 .0103
Average MSE [.0315 |.0315 |.0470 .0391 0408 |.0411 |.0629 .0511
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For both cases, with 10 fake observations almost all replications are convergent.
With five cases, the convergence is a bit lower. Besides, even if the estimates are not
perfectly accurate, for the 10 fake observations, they are in average acceptable and
much better than when fixing negative variances to zero. Both cases with 10 fake
observations are almost equivalent and very similar also to the case where data was
generated with a 3-group design with unequal sample size groups 49%, 49% and 2%
(cf. Table 4.4).

Obviously, one would however have to be careful with the interpretation of the
results if following such a procedure, mainly because a good performance in average
does not mean that in one specific experiment the procedure will give accurate
estimates. Also in this case we see that the standard deviations are rather large which
will also lead to large uncertainties in the prediction of the quality coefficient.

4.7.3 The chosen solution

In section 5.1 we have seen that the problems are solved in case of very large
samples. In the ESS each experiment has been done in at least 25 countries with
samples of around 1500 cases. If each country is analyzed separately there are only
1500 cases and one would have problems. But if we assume for the moment that the
model is the same in all countries this means that for each experiment we have at least
37.500 cases taking all countries together. Such a sample would be enough to avoid non
convergence for most of the experiments. Using Multiple group analysis of any SEM
program one can estimate such a model. We have used in this case the program LISREL
8.5.

It should be clear that we do not believe that this assumption with respect to the
equality of the model for all countries is correct. So the next step would be to test for
misspecifications in the model for the different countries because we expect that some
parameters, indicating the reliability and validity will be different in different countries.
For the detection of the misspecifications in the first model we have used the program
JRule (Van der Veld et al 2008) based on the work of Saris et al (2009). Using this
program the model is corrected, introducing more free parameters in the different
countries till the differences between the estimated values of the parameters were so
small from one run of the program to the other that one could conclude that it made no
sense to continue with the adjustments of the models. We used as a criterion that the
differences in estimated values should be in general smaller than .02. We thought that
such a difference is not of substantial importance and gives sufficient precision with
respect to the estimation in the meta analysis discussed later.

The results of such a sequential process of model corrections can depend quite
heavily on the first steps made in the process. Therefore we have decided that each
dataset for each experiment have to be analyzed in the above way independently by two
researchers. Because the two researchers can come to different results the last step is
that they compare the differences and decide together which corrections have to be
introduced in the model in order to get a jointly accepted result.

It turned out that this approach worked for all experiments available in the first 3
rounds of the ESS except for the media data. In the latter case this approach did not
work because the correlations between the traits, use of TV, Radio and newspaper is so
close to zero that the model is not empirically identified even with close to 40.000
cases. However, for all other topics this procedure worked satisfactorily in the sense that
the analyses converged to a jointly accepted solution which is difficult to improve and
which shows rather small standard errors for the quality estimates.

In order to evaluate the quality of this estimation procedure we have summarized
in table 4.7 the correlations and the mean of the absolute differences between the
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resulting parameter estimates for different persons and groups for each of the
experiments in round 4.

Table 4.7 The correlations between the parameter estimates for the
different persons and groups.

Phase 1 Phase 1 adjusted Comparison of groups

. mean mean corr | mean
experiment | Who corr diff Who corr | Jifs Who diff

Imbgeco 1-2 9951 1.0325 | 1-2 9999 | .0009 | gl-g2 |.9845 |.0479

Imsmetn 1-2 9898 |.0238 |1-2 9999 | .0033 | gl-g2 | .9775 |.0522

Dngval 3-2 9929 1.0329 |3-2 9999 | .0044 | gl-g2 9944 | .0206

Lrnnew 3-2 9979 1.0281 |3-2 9999 | .0016 | gl-g2 9672 | .0876

While we had some doubt concerning the quality of the estimations of individual
analysts, two independent analyses were done by different persons (1,2,3 and 4).
However, in table 4.7 we see that the result of the different individual analysis was not
so bad. The correlations between the obtained parameter estimates were between .9898
and .9979 and the mean differences between the parameter values were between .0238
and .0329. This is, of course, a very good result. In order to avoid idiosyncratic
estimates we asked the two analysts to look at each other’s final results and try to find a
common solution for relative large differences. In doing so the correlations between the
remaining results were .9999 for all topics and the mean differences reduced to
maximally .0044. Finally, to be completely sure about our results we did the whole
procedure once more but this time other analysts did the analysis and created a group’s
result. For example, for the experiment Imbgeco now analysts 3 and 4 did the analysis
and adjusted their results. The results of this new group got were compared with the
results of the first pair of analysts. To our surprise the correlations between the groups
were lower than between individual analysts and the mean differences were larger. This
result suggests that there is still some arbitrariness in the analyses. The larger
differences can only be explained if the two groups go different routes in the
improvement of the model and create a basic model which is somewhat different so that
for many parameters differences occur. One can see nevertheless that in general the
similarity of the quality estimates is very similar over all countries. We have decided at
some point to use the results of the first pair of individual analysts as the final results
and derived from these two sets a point estimator of all quality indicators for all
countries. The description of these results will be described in the next chapter.

Here we have to say one thing more. It has been possible to use this approach
because a program was developed that orders the data of 25 countries and 2 or 3 groups,
runs the analyses, picks up from the huge output the essential information for the
researcher, and stores this information in such a way that the program can pick up the
information from different analyses for comparison. This comparison program was used
by the two researchers in order to determine whether their solutions were so similar that
they did not have to continue with the adjustments. The programs which make these

analyses possible are for free available for other users'®.

'® The progams have been developed by Daniel Oberski and Thomas Gruner see the appendix
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4.8 Conclusion

Given the serious problems we detected in the analysis of the SB-MTMM data
of each country for all experiments, a very elaborate study was done to detect the
reasons of these problems and the solutions to these problems. In this process many
possibilities were tested. Finally, we decided to estimate the reliability and validity
coefficients of all questions in all countries and experiments by a two-step procedure:
first, a model was estimated assuming that the quality coefficients were the same in all
countries. So the initial estimates were based on at least 37.500 cases. After that, two
researchers independently checked which quality coefficients had to be estimated
independently of the others because they were indicated to be different, the two
researchers created together a joint solution for all questions in all experiments.
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Appendix

Due to fact that certain choices in this process are arbitrary and may lead to
differing quality estimates, each analysis was done independently by two different
analysts, after which the analysts compared their results and introduced incremental
model changes until no further improvements could be found in each of their models.

This yielded a very complex analysis with very many steps and comparisons of
different versions of the experiments of an analysis for the four different analysts. To
make this procedure possible, a computer application program “"MAC’’ (see below)
was developed.

The program allows the analyzers to input the LISREL model syntax, run it, and
obtain outputs and a comparison of the quality estimates with previous versions or other
analyzer’s versions. Each run of an analysis was stored using the version control system
git (2009). The analyzers could also view the exact differences (“diff”) between their
model syntax and that of another version or analyzer, as well as obtain a side-by-side
comparison of the quality estimates. This allowed them to pinpoint the exact model
changes that may have led to any differences in estimates. An online repository of this
history, combining the repositories of all analyzers, is available. Below the programs for
these tasks have been mentioned.

Developers | Project name | URL Purpose Technologies
D. Oberski | SQP coding | http://sqp.nl/ | Allow coders to code all different | Python 2.7,
program SQP characteristics into a database, | Django,
Allow for comparison between Treetagger,
different choices; Export codes to Hunspell
dataset; Automatic codes for some
characteristics using Natural
Language Processing
D. Oberski, | MTMM https://githu | Keep a full git repository of each Git, Adobe
T. Gruner | Analysis b.com/recs | analyzer’s analysis history Air, Python,
Comparison | m/automtm | automatically; Allow analyzers to LISREL
and m/ edit and run LISREL analyses from
Archiving within MAC; Parse LISREL
(MAC) outputs and display and compare
estimates in the program.
T. Gruner, | MTMMArch | https://githu | Online git repository of all MTMM | Git, github
D. Oberski | ive b.com/recs | analyses of all analyzers with their
m/MTMMA | full analysis history.
rchive

61




62



Chapter 5

The variation in quality of the questions across countries and
methods used

Diana Zavala
Melanie Revilla
Laur Lilleoja
Willem Saris

The previous chapter has shown which solution has been found for the estimation
problems of the SB-MTMM experiments. Having found this solution the data could be analyzed
with the suggested procedure without too many problems. The results of these analyses are
reliability, validity and quality estimates of all questions involved in MTMM experiments. These
quality indicators have been added to the database of ESS questions. These quality estimates
can be used by scholars in the analysis of ESS data to correct for measurement error. How this
can be done in a simple way is illustrated in chapter 8. Detailed information can be found in
Saris and Gallhofer (2007, chapter 15). In this chapter we will give some results with respect to
the quality of the questions and so illustrate why it is necessary to correct for measurement
errors.

In this chapter we concentrate on the results obtained in the first three rounds of
the ESS. In the data base of questions more questions from previous MTMM
experiments are available.

First we look at the distribution of the quality of the questions across the ESS
questions. In total 2460 questions have been evaluated in round 1 — 3 of the ESS. The
distribution of the quality is presented in Figure 5.1.

Frequency
150 200 250
1 1 1

100
|

50

O —— T T T

0 2 A4 .6 .8 1
Quiality of the questions

Figure 5.1 The distribution of the quality of the questions
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The mean quality is not so bad (.64) and higher than the average result reported
by Alwin (2007) with respect to studies in the US using a different model. In average
64% of the observed variables is explained by the latent variables of interest. In the US
this was 50%. We also see there are questions where the quality is very low (<.40). One
may wonder whether these questions are good enough to be used.

5.1 Differences in quality across countries

Important is whether the quality of the questions is not too different across
countries because if that is the case one can’t compare relationships between variables
across countries. In table 5.1 we present the average quality of the questions for all
countries which participated.

Table 5.1 The mean quality of the questions in the countries

Mean total Standard

Country quality deviation Minimum Maximum
Austria 0.645 0.158 0.10 0.98
Belgium 0.603 0.172 0.02 0.93
Czech Republic 0.632 0.162 0.03 0.87
Denmark 0.621 0.188 0.02 0.92
Estonia 0.604 0.183 0.02 0.89
Finland 0.624 0.178 0.03 0.96
France 0.578 0.188 0.02 0.96
Germany 0.637 0.156 0.03 0.95
Greece 0.691 0.163 0.12 0.96
Ireland 0.594 0.180 0.03 0.95
Netherlands 0.672 0.183 0.01 0.98
Norway 0.647 0.143 0.24 0.94
Poland 0.631 0.180 0.03 0.96
Portugal 0.662 0.169 0.26 0.97
Slovenia 0.616 0.168 0.03 0.92
Slovakia 0.585 0.190 0.04 0.92
Spain 0.622 0.172 0.11 0.96
Sweden 0.670 0.123 0.39 0.88
Switzerland 0.651 0.181 0.03 0.97
United Kingdom 0.630 0.160 0.03 0.92
Ukraine 0.606 0.167 0.18 0.96
Total 0.639 0.175 0.01 0.98

The mean quality for all countries is 0.64 and the standard deviation is 0.175.
The country with the highest mean quality is Greece (0.69) and the country with the
lowest mean value is France (0.58). The difference is not that large. On the other hand
we see that the variation in quality within all countries is rather large. This suggests that
probably large differences can be seen if we look at different topics within each country.
But that could mean that the averages are relatively comparable but the quality of
specific questions can be very different across countries.

So we looked next at the differences in quality for some questions across the
countries and concentrate on the questions in the main questionnaire. The question with
the least variation in the quality across countries is an important question about
immigration which is asked in the last round as part of the core.
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B37 STILL CARD 14 How about people from the poorer
countries outside Europe? Use the same card.

Allow many to come and live here 1
Allow some 2
Allow a few 3
Allow none 4
(Don’t know) 8

The results for the question with the least variation in quality are presented in
table 5.2. This table shows that the variation is indeed very minimal. The lowest value
is in the Ukraine (.69) and the highest in Switzerland (.84).

Table 5.2. Quality across countries
of item with smallest variation
Country Mean quality
Austria 0.823
Belgium 0.717
Denmark 0.826
Estonia 0.717
Finland 0.748

France 0.787
Germany 0.796
Ireland 0.741
Netherlands 0.732
Norway 0.781

Poland 0.773
Portugal 0.814
Slovakia 0.717
Slovenia 0.717

Spain 0.797
Switzerland 0.847
Ukraine 0.686

United

Kingdom 0.748
Overall mean 0.765
Standard 0.046
deviation

For a correlation of .6 between two variables in both countries with these
qualities it would already mean that in the Ukraine the observed correlation'” would be
.6 x.69°=.414 and the correlation in Switzerland would be .6x.84°=.504. This possible
difference in observed correlation would not be a substantial difference . This difference
would completely be a consequence of the difference in data quality as found in the
ESS. Note that in both cases the correlation between the observed variables would be
considerably lower than the true correlation between these variables (.6).

The largest variation has been found for the question of the core about
government intervention. The question is formulated as follows:

' This result is based on the equation 2.1 where q*=(r.v)” assuming that the method effect is minimal.
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CARD 16 Using this card, please say to what extent you agree or disagree with each of the following
statements. READ OUT EACH STATEMENT AND CODE IN GRID

B43GinvEcoThe less that government intervenes in the economy, the better it is for [country]

strongly agree

agree

agree neither disagree
disagree

strongly diagree

aogrwbdpE

The qualities of the questions across the different countries of this question are
presented in table 5.3.

Table 5.3. Quality across
countries of item with largest
variation

Country Mean quality
Austria 0.638
Belgium 0.360
Czech

Republic 0.590
Denmark 0.359
Germany 0.383
Finland 0.337
France 0.365
Greece 0.687
Ireland 0.352
Netherlands 0.400
Norway 0.362
Poland 0.601
Portugal 0.943
Slovenia 0.364
Spain 0.746
Sweden 0.434
Switzerland 0.380
United

Kingdom 0.408
Overall mean 0.484
Standard 0.175
deviation

In this case the differences are indeed much larger. The lowest value is .337 in
Finland and the highest .943 in Portugal. Fortunately not all differences are so large
because this would lead to very large differences in observed correlations even though
the correlation variables would be the same. To illustrate this with a correlation of .6
between the latent variables, this would mean that in Finland the correlation would be
.6x.337°=.20 and in Portugal .6x.943%=.56. This is just a consequence of differences in
the size of the measurement errors.

Because the size of the measurement errors has such a big effect on correlations
and other measures for relationships these quality estimates have been estimated. They
can be used to correct for measurement errors as we will show in chapter 8.
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5.2 Differences in quality for Domains and Concepts

Saris and Gallhofer (2007) have shown that there are significant differences in
the validity and the reliability —and as consequence in the quality— for items from
different domains, concepts and other associated characteristic.

Table 5.4. Mean total quality of domain

Mean

total Standard | Minimu | Maximu
Domain quality | deviation | m m
Health 0.473 0.151 0.06 0.89
L1V}ng conditions and background 0.586 0.114 0.1 0.81
variables
Work 0.661 0.138 0.31 0.97
Personal relations 0.587 0.144 0.09 0.87
Leisure activities 0.533 0.118 0.28 0.78
National politics: national 0.705 0.120 0.24 0.96
government
National politics: national 0760 | 0081 007 093
Institutions
National politics: 0595 0181 014 | 096
economic/financial matters
National politics: other 0.685 0.136 0.38 0.96
Total 0.640 0.154 0.06 0.97

Table 5.4 below shows differences depending on the domain resulting of
questions involved in the MTMM experiments'®. Items asking about ‘health’ have the
lowest quality 0.473. Questions about politics vary depending on the specific topic,
items on national institutions and national government reported the overall highest
quality, 0.760 and 0.705 respectively while in items about ‘economic or financial
matters’ the quality was much lower 0.595.

Table 5.5. Mean total quality of concept

Mean

total Standard | Minimu | Maximu
Concept quality | deviation | m m
Norm 0.723 0.110 0.43 0.96
Policy 0.703 0.151 0.39 0.96
Action tendency 0.691 0.090 0.38 0.91
Feeling 0.676 0.126 0.07 0.96
Evaluative belief 0.606 0.171 0.06 0.97
Facts, background or 0527 | 0.100 034 078
behaviour
Evaluation 0.527 0.129 0.18 0.89
Total 0.640 0.154 0.06 0.97

' 1t should be said that the differences in quality between the different categories of a explanatory
variable can also come from other characteristics which are related with this variable. Therefore a
multivariate analysis would give a better indication of the effect of the variable domain. This picture will
be given in the next chapter.
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Table 5.5 shows that there are differences in the quality depending on the
concept measured. Norms and policies have the highest quality while items about facts,
background or behaviour and evaluations reported the lowest quality.

5.3 Effect of the question formulation on the quality

It can also be expected that question formulation has an effect on the quality of
the questions. In an earlier paper it was reported by Saris et al (2010) that
Agree/disagree batteries had a very negative effect on the quality. Without repeating the
full report here we can illustrate this here with two examples. In round 3 experiments
were done to study these effects. These experiments have been summarized in table 5.6.

In the second experiment, concerning consequences of immigration the first
measures were item specific scales while the repetition in the 3 subgroups were Agree/
disagree batteries with different numbers of categories.

Table 5.6 Round 3: The SB-MTMM experiments

Exp Var.

Meaning

Main

Ml

gpA

M2

gpB

M3

gpC

M4

imbgeco

imbgeco

imueclt

- It is generally bad for [country’s] economy that
people come to live here from other countries
- [Country’s ] cultural life is generally undermined

11IS

5AD

11AD

7AD

by people coming to live here from other countries
- [Country] is made a worse place to live by people
coming to live here from other countries

2 imwbcnt

imsmet | - [Country] should allow more people of the same
race or ethnic group as most [country’s] people to
come and live here.

- [Country] should allow more people of a
different race or ethnic group from most

3 [country’s] people to come and live here.

impentr | - [Country] should allow more people from the
poorer countries outside Europe to come and live
here.

imsmetn imdfctn

41S SAD | 4IS 7AD

Note: is=item specific scale, ad= agree/disagree scale, batt=battery, fix=fixed reference point

In the immigration experiment 4 methods have been used. Three of them are
collected in the supplementary questionnaire in randomly assigned subgroups of the
samples in each country. This means that the data with these three methods have been
collected at the same point in time and under the same conditions in randomly assigned
groups. The results of this experiment are presented in table 5.7.

In table 5.7 we have presented the results with respect to the average quality
across the participating countries of experiment 3 comparing an Item specific scale with
two Agree/disagree scale all three measured in randomized subgroups of the total
sample in the supplementary questionnaire.

Table 5.7 The quality of the questions concerning immigration

Question 1 Question 2 Question 3
IS4 905 914 908
AD 5 568 .629 .607
AD 7 525 .597 562
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The table indicates the enormous difference in quality between the different
scale types where the Item specific scales (IS) turn out to have much higher quality than
the two agree/disagree scales (AD). This result is in agreement with an earlier
publication of Saris et al. (2009).

Another result that has been found before (Revilla 2011) is that the 5 point
agree/disagree scale has a higher quality than a 7 points and an 11 point scale as can be
seen in Table 5.8 based in experiment with respect to the consequences of immigration
(imbgeco).

Table 5.8 The quality of the questions concerning consequences of immigration

Question 1 Question 2 Question 3
AD 5 576 .649 .649
AD 7 352 462 490
AD 11 267 413 452

These examples show very clearly the effect the choice of the method can have
on the quality of the questions.

5.4 Conclusions

In this chapter we have seen that the differences in quality across countries for
some questions can be large. As a consequence one cannot compare relationships
between variables across countries without correction for the quality of the questions. It
is for this reason that the ESS has decided to include MTMM experiments in the
standard operations of the ESS. In chapter 7 we will show how the information about
the quality of questions can be obtained and in chapter 8 we will show how
relationships can be estimated correcting for measurement error.

We have also seen that the choices made in the design of the questionnaires can
have considerable effect on the quality of the questions. Therefore we will show in
chapter 7 how the quality of questions can be predicted before the data are collected and
how the new program SQP2.0 can provide suggestions for improvement of the
questions.
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Chapter 6
The prediction of the quality of the questions

Daniel Oberski
Thomas Gruner
Willem Saris

As has been shown in the previous chapters we created a database of questions
containing characteristics of the questions, the response options, introductions, and showcards,
as well as characteristics of the questionnaire and the data collection method. From the
MTMM experiments we obtained quality measures for the questions: the reliability, validity and
quality coefficients, which we added to the characteristics database. In total 3011 questions are
available in the database. Using all this information about the questions, a prediction model
was estimated using random forests of regression trees (Breiman 2001).

One advantage of this approach is that is able to generate good predictions based on a
large number of correlated features, and allows for possible interactions, insofar as they are
estimable. The procedure also provides prediction intervals and standard deviations for the
predictions. In this chapter the development of the prediction model will be explained. This
model is implemented in a new version of the Survey Quality Predictor (SQP 2) application
program, which will be presented in the next chapter.

The database of MTMM experiments consists of 87 old experiments used to
develop SQPI and 15 new experiments done in more than 25 countries. Only those
experiments corresponding to questions coded were analyzed. In total we have both the
question characteristics and the quality estimates for 3483 questions (1051 unique
method-trait combinations) in different languages/countries. The MTMM analyses done
separately for each country were unstable and it was decided to stabilize them by
introducing cross-country equality restrictions in certain parameters. Afterwards these
restrictions were tested against the observed data by examination of the modification
indices and expected parameter changes (see chapter 5). As was mentioned there, the
analyses were done by two researchers with the aid of specially developed software.

After the analyses for all experiments were done and stored in the online git
repository, reliability and validity estimates were extracted from the repository and
written to a plain text file using a script written in Python. In this way we obtained two
quality estimates for each question: one for each of the two analyzers who had
separately analyzed the data. We then combined these two estimates in the following
way.

First the estimates (reliabilities and wvalidities) were logit-transformed. To
combine the estimates from the different analyzers, we then estimated a random effects
model using the logit transformed estimates with item-country combination as a random
factor'. Within-analyzer variance was found to be negligible and removed from the
model. Overall, 97% percent of the variance in reliability estimates was estimated to be
due to the item-country combination. There was thus some variance across analyzers,
though it was relatively small.

From the random effects analysis we obtained point estimates of the logit-
transformed estimates and their standard errors, taking into account between-analyzer
variance. These were used to construct point estimates and 95% confidence intervals for
the original reliability and validity estimates. The size of these confidence intervals
(difference between upper and lower bounds) ranged between 0.0009 and 0.1363 for the

' Since one language per country was analyzed, these might equally well be labeled “item-language” combinations.
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reliability coefficients and between 0.0009 and 0.2793 for the validity coefficients. The
overall average reliability coefficient estimate was 0.841 and the overall average

validity coefficient was 0.923.

Point estimates and intervals of these estimates were stored in the database of
questions coded with SQP. For information about the way we dealt with missing data
we refer to Appendix B. Histograms of the reliability and validity estimates and their

logit transformations are shown in figures 6.1 and 6.2.
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Figure 6.1 Reliability and validity coefficient estimates obtained from the MTMM
experiments, without transformation.
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Figure 6.2 Reliability and validity coefficient estimates obtained from the MTMM
experiments after logit transformation.
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After estimating the reliability and validity of the coded questions in the
previous step, we obtained a database in which question characteristics were joined with
the reliability and validity estimates. After deletion of questions that were either not
coded or not analyzed, a data set with 3483 questions was obtained.

Figures 6.3, 6.3 and 6.4 show the codes obtained for the characteristics
“domain”, “concept”, and “number of categories” (for categorical questions). These
tables are intended to give the reader an impression of the range of topics covered, and
the type of questions analyzed. Unsurprisingly given the topics covered in the European
Social Survey, most questions measure subjective variables: attitudes, opinions, etc.,
measured with categorical scales. Though there are some factual questions and
frequency scales, these clearly constitute the minority of questions.

Concept of the questions

Feeling I 1044
Evaluative belief I 03
Policy I 691
Importance of a judgement I 260
Action tendency N 152
Preference I 123
Facts, background, or behaviour N 111
Importance of something I 96
Certainty of a judgement EE 57
Other mR 45
Expectation of future events R 39
Evaluation W 27
Judgement 1
Norm 1
Relationship |
Right

200 —
400 —
600 —
800 —
1000 —

Figure 6.3 The frequency distribution of the different concepts in the sample

Domain of the questions

Work e — 5 (/)
Living conditions and background variables NN 433
National institutions  IEEEEEEEEEEEEEEEGEGEE < 12
Other I 370
Personal relations I 308
Other beliefs I 292
Economic / financial matters NN 266
Health I 44
National government I 169
Leisure activities NN 131
Family I 109
International politics I 64
Political parties 1l 30
Consumer behaviour Hl 26
Trade unions and employee organisations B 12

o

100 —
200 —
300 —
400 —
500 —

Figure 6.4 The frequency distribution of the different domain topics in the sample

73



Number of categories

1202
1200 —
1000 —
883
800 —
600 —
400 — 360
200 — 143
90 65
s s - 2 1
2 3 4 5 6 7 8 9 10 11

Figure 6.5 The frequency distribution of the different category scales in the sample

6.1 The Meta-analysis

We fitted separate prediction models for the logit-transformed estimates of the
reliability and validity coefficients (r and V). Predictors were obtained using Breiman’s
(2001) random forests of regression trees, as implemented in the R 2.13.1 package
randomForest (R Development Core Team 2011; Liaw & Wiener 2002). A random
forest is an ensemble predictor, that is, a collection of many individual predictors whose
individual predictions are combined to form the final prediction. In random forests, the
individual predictors are regression trees grown with the CART algorithm. In our case
we used 1500 trees for each of the two models for logit(r) and logit(V).

The ensemble is formed by taking, for each tree, a bootstrap sample with
replacement of questions, so that some questions are included in the sample or “in bag”,
and others are excluded or “out-of-bag”. On average over the entire forest, a question
was out-of-bag about 184 + 11 times - that is, it is not present in about 12% of the trees
in the forest. The trees are not only random in the sense of the observed question
distribution, but also in the sense of the variables (“features”) selected for inclusion in
the tree growth algorithm: for each analysis, 20 out of the 62 meta-variables are selected
at random (without replacement).

Each of the regression trees is grown on one of the bootstrapped datasets in the
following manner. The dataset is split into two groups (“nodes”) based on that split on a
question characteristic which yields the smallest possible mean squared prediction error
for the logit(r) or logit(v). For each new group the same procedure is repeated until the
resulting group would have 5 or fewer observations or no improvement in mean square
prediction error can be found. This algorithm is know as the CART algorithm.

In practice CART trees may suffer from overfitting problems. Their predictive
power can be limited, and this has led to pruning techniques, whereby the lower nodes
of the tree are removed from the predictor so as to prevent overfitting. In the random
forest algorithm, a different approach is taken. Instead of growing just one regression
tree, many trees — in our case 1500 — are grown without pruning, but based on a double
randomization of both observations and variables used in the prediction. This deals with
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the overfitting problem by subsuming randomness due to overfitting in the between-tree
variance, and automatically using those features that are commonly selected in all
bootstrap samples to determine the average, and final, prediction
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Figure 6.6 Mean squared prediction error of the random regression
forest predictor for different choices of the number of features (m).

A key parameter in the random forest algorithm is the number, m, of variables
selected at random for each tree. On the one hand, growing trees with more features
gives more predictive power to each tree, which will reduce the mean squared
prediction error. On the other hand, increasing the number of features will increase the
correlations between tree predictions, reducing the mean squared prediction error, or
requiring more trees to obtain predictions of the same accuracy. Figure 6.6 plots the
estimated out-of-bag mean squared prediction error for reliability and validity
coefficients for different choices of the number of randomly selected features m.

It can be seen that the mean squared error is not reduced much further after 20
features, which is the default chosen by the randomForest software. We therefore chose
to retain this default choice i.e. m=20 in our approach.

6.2 Quality prediction

The final prediction obtained from the random forest ensemble is the mean of
the predictions of the individual trees. An example of a single regression tree is given in
figure 6.7. The tree in figure 6.7 gives a prediction of the logit of the reliability
coefficient for a question with given characteristics. For example, suppose the question
“Do you think the government does a good job?” is asked, with answers ranging from
“the worst job” to “quite a good job”. The top node splits off depending on the domain,
in this case national government (domain=101). Afterwards we follow the split on
concept to the left-hand node, because the question asks an “evaluative belief” (concept
= 1). The average number of syllables per word is then the next relevant variable, which
in this case is 1.22; less than 1.5. Finally, there is only one fixed reference point, so that
the prediction of the logit value ends up being 2.2. This prediction was based on 34
observations. This logit value can be transformed in a value of a reliability coefficient
by taking the inverse of this value or invlogit(2.2) = 0.90. So according to this tree the
reliability would be predicted to be 0.90. The final prediction from the random forest is
then the average of 1500 such predictions.
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domain=2,3,4,6,7,11,13,14,112
101,103,105,107,120

concept=1,4,73,78
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Figure 6.7 Example CART tree for prediction of the logit-transformed reliability
coefficient.

The tree given in figure 6.7 is only given as an example output of the CART
procedure, and does not necessarily correspond to any tree used in the final prediction.
In fact 1500 of these trees are created and the overall prediction is then taken as an
average over all 1500 trees in the “forest”. Given the amount of information available in
all these trees a distribution of the predictions is obtained and this information can be
used to determine the means and specify prediction intervals and standard deviations.

6.3 Suggestions for improvement of questions

Looking once more at the tree in Figure 6.7, we can see that a much higher
prediction of invlogit(3.5) = 0.97 would have been given if there had been more fixed
reference points, for example if the final category had not been “quite” but “the very
best”. It can be seen by looking at the terminal nodes that a large range of different
predictions can be obtained depending on the characteristics of the question.

Given the available ensemble predictor one can, for each predicting variable,
vary the code and see what the effect would be on the predicted quality. In this “what-
if” analysis one can get a mean prediction for each possible code of the variable,
keeping all other codes the same. Some of these predicted values may be lower than the
predicted value of the real question but others may be higher. In this way one can get an
impression of what improvement in the prediction is possible by changing this
characteristic of the question or the study while keeping all other characteristics the
same. However we speak purposely of “impression” because in general one
characteristic of a question can not be changed without also changing other
characteristics of the question. For example, increasing the number of categories will
change the number of words and syllables, and possibly also the instruction or even the
labelling of the scale, etc. So one has to be careful with these suggestions. A more
adequate procedure is to reformulate the question and check the prediction of the new
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question. In addition, it should be kept in mind that the current model is only a
prediction model and not a causal model. Therefore there is no guarantee that actually
changing this characteristic will have the predicted effect on the quality.

So far we spoke of only one prediction variable. Looking for the possible
improvements can already be very tedious for one variable if this variable has many
categories which all have to be checked separately. This can be a rather lengthy process.
Therefore it makes sense to consider which variables are the most important ones for the
predictions.

6.4 Variable importance

There has been a discussion in the literature about the way to determine which
prediction variables are the most important. For details of this discussion we refer to
Appendix D. We have chosen the conditional approach. Figure 6.8 gives the conditional
variable importance measures for predictions of the validity coefficient, and figure 6.9
does the same for the reliability coefficient. These graphs might be taken as being of
interest for the future exploration of relative importance various factors may have in
affecting the validity and reliability coefficients.
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Figure 6.8 Conditional (“unbiased”j importance measures of the prediction
variables for the prediction of the validity coefficient, ordered by
importance.

It is interesting to note that some characteristics are important for both random
(reliability) and systematic errors (validity), while others seem to act more on one or the
other. For example, it is clear that both quality measures vary greatly by the topic
(domain and concept). However, also three survey design characteristics are important
in both predictions: “labels” (fully, partial, or none), “scale corres” (a recode of
unipolar/bipolar scales, see above), and “range corres” (whether the numbers on the
labels correspond to the direction of the meaning). The number of fixed reference points
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Conditional importance of variables for prediction of reliability coefficient
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Figure 6.9 Conditional (*“unbiased”) importance measures of the prediction
variables for the prediction of the validity coefficient, ordered by
importance.

and number of categories appears to be more important for predicting the validity
coefficient than for predicting the reliability coefficient. Conversely, stimulus (used in
batteries) and question type are more important in the prediction of the reliability
coefficient.

We have used the importance of the different variables to reduce the
computation time for the evaluation of possible improvements of the questions. In doing
so we used the following rules:

1. The variables which are directly related to the trait measured and can’t be
changed will be ignored. These variables are: country, domain, concept, future,
past and present, social desirability and centrality.

2. We have selected the most important 20 variables from the two figures 6.8 and
6.9, starting with the common variables and adding the most important single
predictors.

3. In the calculations one gets firstly the result for the first 20 variables. After that
one can also ask for all the other ones

The first decision reduces the number of variables for which computations have
to be done from 53 to 45. One may wonder whether position should be included as well
but we did not do so because the position can indeed be changed.

The second decision was made because the quality is determined by the
combination of reliability and validity. Therefore important predictors for both should
be taken into account

The third decision was made in order to provide the user more quickly with the
results for the variables which in general have the most effect. However, because the
results can be different for different questions we also allow for further information
about the possible effect of the other 25 variables.

The three decisions together led to the following list of 20 predictors which are
probed first in the calculations:
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- Ncategories

- Labels

- Scale corres

- Range corres

- Fixrefpoints

- Stimulus

- Interviewer

- Balance

- Labels order

- Form basic

- Position

- Qradation

- Showc_horizon
- Scale basic

- Nsyll total

- Avgwrd total

- Scal neutral

- Used WH word
- Visual

- Showc start

For the meaning of these variables we refer to Appendix A
6.5 Evaluation of the quality of the prediction models

For each tree, the mean square error of the predictions from the tree is calculated
using only questions that are out-of-bag for that tree. After growing the entire forest, the
prediction error for the overall forest is calculated by combining the out-of-bag
prediction error estimates. Thus, the mean square prediction error estimate is
automatically based on cross-validation samples.

From these mean squared error estimates one can calculate an R* measure of the
predictive power of the forest as a whole. The R* was 0.84 and 0.65 for the validity (V)
and reliability coefficient (r) logits, respectively. The squared correlations between
predicted and observed coefficients on the original scales were 0.69 for the reliability
coefficients and 0.72 for the validity coefficients. Figures 6.10a and 6.10b show
predictions of reliability and validity coefficients (on the original scale) versus
residuals.
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o - _ &
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] ]
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Figure 6.10a Fitted vs. residuals, Figure 6.10b Fitted versus residuals,
reliability coefficient. validity coefficient.

It can be seen that there is a scarcity of questions with very low reliabilities.
There are also three outliers in the prediction of the validity coefficients. Besides these
features no general pattern is visible.
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Another prediction of interest is the product q2 = r* x v*, also known as the
“quality” of the question. The scatter plot of predicted versus observed values for the

quality is shown in figure 6.11.

Quality prediction

MTMM estimate of quality

| | | 1 | |
0.0 0.2 0.4 0.6 0.8 1.0

Quality predicted from random forests

Figure 6.11 Predicted quality (g2) versus observed quality. The triangles indicate
guestions from the ESS, the dots questions from the old experiments. A
lowess smoother (dotted line) is plotted alongside the 45 degree line of
unbiasedness.

The prediction does the reasonably good job that can be expected based on the
high R*> measures for validity and reliability coefficients. However, for the few
questions with low quality parameters, the predictions systematically too high, as shown
by the deviation of the dotted line from the gray 45 degree line.

Overall, we believe that the predictor does a reasonably good job of providing
information about the expected quality of a question, with the caveat that the prediction
worked less well for the few questions with a very low quality (more than 60%
measurement error). When employing the predictor to obtain quality predictions of
questions that were not in this study, it should also be remembered that the questions in
the dataset cover only a certain range of application.

6.6 Conclusions

The procedure for prediction of the quality of questions is considerably different
from the previous procedure used to make the predictions for SQP1.0. In that case the
model was a regression equation based on the absolute values of the reliability and the
validity. The reason for the change is that the new procedure gives better predictions
and avoids the problem of inacceptable predictions, larger than 1 or smaller than 0.
Another advantage of this new procedure is that we do not only provide a point estimate
but also a prediction interval. Finally, the new program is based on a much larger
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database of questions than the older version and incorporates questions from a diverse
range of topics, languages, and countries.

In the next chapter we will present the SQP 2.0 program. This program allows
the user to code the question characteristics in a user-friendly interface, and provides
predictions of the reliability and validity estimates based on the random forest
predictors. The program also allows for a direct comparison of the results of the
predictions with the results of the MTMM experiments that are available in the
database. The results of the present procedure are indeed much better than using SQP
1.0. The explained variances for reliability and validity were in the past respectively .47
and .61; with the new prediction procedure the explained variance increased to
respectively .60 and .85. This is a considerable improvement. It should be said that the
predictions will never be perfect because some questions may be so different that the
database does not contain sufficient similar questions. This holds at this moment
especially for questions about facts, frequencies, and events.
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Appendix A: Obtaining the SQP codes

The coding program was developed by Oberski (2010). Automatic codes were
used for: no. words, sentences, syllables (via Hunspell morphological analyzer (Németh
2005), http://hunspell.sourceforge.net/), nouns (via Treetagger http://www.ims.uni-
stuttgart.de/projekte/corplex/TreeTagger/) (Schmid 1994).

Non-automatic codes were obtained by: Teams, training, consensus coding, quality
control on codes

A list of characteristics coded in the SQP program is given below.
Codes collected in a meta-data file by the program. This file was then cleaned.

It was decided that only questions in countries that participated in all rounds of the ESS
should be coded, and only in their main language (the language spoken by most people
in the country).

Additional meta-variables were added for information about the data collection modes
and position in the questionnaire by hand.

Meta-variables for non-ESS experiments were also available. These were all
recoded into the newer coding system used by the ESS program. The ESS cleaned
dataset and the older experiments recoded into the new system were then joined
together to form a new meta-dataset of questions and their characteristics.

In the SQP coding program, a splitting rule implied a very detailed
categorization of the domain and concept of the question could be obtained. Upon
inspection of the codes, it was found that most of these new categories were empty.
Therefore the domain was collapsed to only the main domain choices, with a split only
for “national politics”. Similarly, for concept the categorization was restricted to the
main concept choices except that a split on “other simple concepts” was added.

A newly coded variable was the so-called “scale correspondence”. This variable
is formed from the characteristics ‘“‘unipolar/bipolar underlying scale” and
“unipolar/bipolar response scale”. The codes for the “scale correspondence”
characteristic were determined as shown in the table below.

Table Al Coding of the "'scale correspondence' characteristic.

Range of the conceptual scale
Range of the response scale | Unipolar Bipolar
Unipolar 1 2
Bipolar or n/a - 3

Below is the list of all variables used in the meta analysis

Characteristic Type
Domain [domain] Categorical
Domain: national politics [natpoldomain] Categorical
Domain: European politics [dom_european] Categorical
Domain: international politics [intpoldomain] Categorical
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Domain: family [dom_family] Categorical
Domain: personal relations [dom_personal] Categorical
Domain: work [dom work] Categorical
Domain: consumer behaviour [dom_consumer]| Categorical
Domain: leisure activities [dom_leisure] Categorical
Domain: health [dom_health] Categorical
Domain: living conditions and background variables [dom_backgrou] Categorical
Domain: other beliefs [dom_other] Categorical
Concept [concept] Categorical
Social Desirability [socdesir] Categorical
Concept: other simple concepts [conc_simple] Categorical
Concept: complex concept [conc_complex] Categorical
Centrality [centrality] Categorical
Reference period [ref period] Categorical
Formulation of the request for an answer: basic choice [form_basic] Categorical
WH word used in the request [used WH_word] Categorical
Use of stimulus or statement in the request [stimulus] Categorical
'"WH' word [WH_ word] Categorical
Request for an answer type [questiontype] Categorical
Use of gradation [gradation] Categorical
Balance of the request [balance] Categorical
Presence of encouragement to answer [encourage] Categorical
Emphasis on subjective opinion in request [subjectiveop] Categorical
Information about the opinion of other people [opinionother] Categorical
Absolute or comparative judgment [absolute] Categorical
Response scale: basic choice [scale basic] Categorical
Number of categories [ncategories] Numeric

Don't know option [dont_know] Categorical
Number of frequencies [nfrequencies] Numeric

Maximum possible value [scale max] Numeric

Labels of categories [labels] Categorical
Theoretical range of the scale bipolar/unipolar [scale trange] Categorical
Labels with long or short text [labels gramm)] Categorical
Number of fixed reference points [fixrefpoints] Numeric

Range of the used scale bipolar/unipolar [scale urange] Categorical
Interviewer instruction [instr_interv] Categorical
Respondent instruction [instr_respon] Categorical
Extra motivation, info or definition available? [motivation] Categorical
Introduction available? [intropresent] Categorical
Knowledge provided [knowledge] Categorical
Number of sentences in introduction [nsents_intro] Numeric

Number of sentences in the request [nsents_quest] Numeric

Number of words in introduction [nwords_intro] Numeric

Number of subordinated clauses in introduction [numsub_intro] Numeric

Request present in the introduction [intr_request] Categorical
Number of words in request [nwords_quest] Numeric

Total number of nouns in request for an answer [nnouns_quest] Numeric

Total number of abstract nouns in request for an answer [nabst_quest] Numeric

Total number of syllables in request [nsyll quest] Numeric

Number of subordinate clauses in request [nsub_quest] Numeric

Number of syllables in answer scale [nsyll_ans] Numeric

Total number of nouns in answer scale [nnouns_ans] Numeric

Total number of abstract nouns in answer scale [nabst_ans] Numeric

Show card used [usedshowcard] Categorical
Horizontal or vertical scale [showc horiz] Categorical
Overlap of text and categories? [showc over] Categorical
Numbers or letters before the answer categories [showc letter] Categorical
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Scale with numbers or numbers in boxes [showc_boxes] Categorical
Start of the response sentence on the showcard [showc_start] Categorical
Question on the showcard [showc quest] Categorical
Picture on the card provided? [showc pict] Categorical
Neutral category [scal neutral] Categorical
Symmetry of response scale [symmetry | Categorical
Order of the labels [labels order] Categorical
Correspondence between labels and numbers of the scale [scale corres] Categorical

Appendix B Imputation

The meta-analysis dataset contained reliability and validity estimates for
questions, as well as question design characteristic codes provided by the coders and the
automatic coding program. Not all characteristics were coded for all questions,
however. Particularly, a series of question design characteristics of the showcards were
added to the codes after the “old” experiments had already been coded. For these “old”
experiments there was therefore no information on showcards. In addition, there were
some instances of questions that had not been completely coded for one reason or
another. Therefore the meta-analysis dataset has missing data.

We wished to deal with the missing data, without increasing the apparent
precision of the final prediction artificially. For this reason we chose to multiply impute
the missing data using the chained equation approach of (van Buuren and Groothuis-
Oudshoorn (2011), as implemented in their R package mice. Multiple imputation of
missing data was conditional on all other design characteristics, and 3 randomly
imputed datasets were obtained.

We then performed the random forest analysis separately for each multiply
imputed dataset, obtaining 3 separate sets of 500 trees. The 500 trees were then
combined into one single prediction ensemble of 1500 trees. For this reason the
prediction intervals obtained from the random forest ensemble also take into account the
uncertainty in the imputations (Rubin 1987). For a more detailed description of this
approach, see Nonyane & Foulkes (2007).

Appendix C The Software developed for SQP 2.0.

Developers | Project name | URL Purpose Technologies
D. Oberski, | SQP 2.0 http://devel.s | New user interface to the coding Python 2.7,
T. Gruner, gp.-nl/ program; Provide predictions with Django,
GUI design prediction intervals of question quality | AJAX
by M. - reliability, validity, common method | libraries,
Cassidy variance — based on characteristics Pyro, r2py2
choices; Display point estimates
obtained from MTMM analyses;
Provide what-if-scenarios showing the
effect of a change in characteristic on
the prediction.
D. Oberski SQP (available Provide raw predictions from raw R2.13.1
prediction upon request) | question characteristic codings using
engine randomForest objects.
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Appendix D the estimation of importance of prediction variables

The random forest procedure also provides so-called “variable importance”
measures. These are marginal deteriorations in mean square prediction error when the
information in a particular variable is removed. The “importance” of a variable is
calculated by randomly permuting the observed values of that variable and then re-
calculating the out-of-bag mean square error of predictions. If the reduction is mean
square error is large, the importance is said to be high (Breiman 2001). This measure is
sometimes called the “permutation importance”.

One issue with this approach is that it does not take into account the correlation
between different predictive variables. Trivially, for example, the total number of
syllables in the question and the average number of syllables per word will be highly
correlated. Breiman’s variable importance measure will give both a similar importance
measure. If these are both high, this should not be interpreted to mean that both are
indispensable characteristics of the question for prediction of the quality. It may still
very well be that using only one of them would give equally good predictions. In short,
the variable importance measure is marginal, not conditional. Presumably, though,
either one or the other or both are important in the predictive sense, and the marginal
variable importance measures are still useful for this purpose.

A second issue to note with the variable importance measures obtained from
regression trees is that, since there are many more possible splits for variables with
many categories, the more categories a variable has, the more often it will be split upon,
i.e. the more “important” it will be. This is not necessarily a problem, as it conveys
simply that variables with more categories contain more information. Other authors
have criticized these measures on these two grounds, however.

On the grounds that Breiman’s variable importance measures are marginal,
Hothorn et al (2006) criticized these measures and spoke of “bias”. That is, Breiman’s
measures are biased as measures of the expected deterioration in the model predictive
power if the variable were left out of the analysis entirely. To counter this “bias”, they
proposed forests of conditional regression trees (cforests). We fitted forests of
conditional regression trees to our dataset as well, using the R package party (Strobl et
al. 2008). It should be noted that the predictions for quality coefficients obtained from
these conditional random forests correlated 0.98 with the predictions obtained using the
original algorithm. As can be expected, however, the variable importance measures
were very different. The marginal permutation importance measures for the models used
to predict reliability and validity coefficients are shown in figures 7 and 8.

Figure 9 gives the conditional variable importance measures for predictions of
the validity coefficient, and figure 10 for the reliability coefficient. These graphs might
be taken as being of interest for the future exploration of relative importance various
factors may have in affecting the validity and reliability coefficients. They do not
necessarily provide information on the functioning of the prediction implemented in the
random forest predictor described above.

It is interesting to note that some characteristics are important for both random
and systematic errors, while others seem to act more on one or the other. For example, it
is clear that both quality measures vary greatly by the topic (domain and concept).
However, also three survey design characteristics are important in both predictions:
“labels” (fully, partial, or none), “scale_corres” (a recode of unipolar/bipolar scales, see
above), and “range corres” (whether the numbers on the labels correspond to the
direction of the meaning). The number of fixed reference points and number of
categories appears to be more important for predicting the validity coefficient than for
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predicting the reliability coefficient. Conversely, stimulus (agree-disagree-type scales)
and question type are more important in the prediction of the reliability coefficient.

Marginal importance of variables for prediction of validity coefficient
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Figure 6D.1 Marginal importance measures for the validity coefficient prediction.
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Figure 6D.2 Marginal importance measures for the reliability coefficient

prediction.
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Figure 6D.3 Conditional (“unbiased”) importance measures of the prediction
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Figure 6D.4. Conditional (“unbiased”) importance measures of the prediction

variables for the prediction of the validity coefficient, ordered by
importance.
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Chapter 7

The program SQP 2.0 for prediction of quality of
guestions and its applications

Daniel Oberski
Thomas Gruner
Willem Saris

The results of the last chapter have been used to develop a new version of the program
SQP for the prediction of the quality of questions. SQP 2.0 has several advantages
above version 1. The most important advantage is that this program is based on many
more questions from many more countries. As a consequence the new program can
make predictions of the quality of questions in many different languages. Another
advantage of the new program is that the program not only provides point estimates but
also confidence intervals for the predictions. Furthermore the program provides in a
simple way suggestions for improvements of the questions. Finally a technical
advantage is that the estimation is based on the logit of the quality coefficients so that
the predictions can never exceed the value 1 what was sometimes the case in the old
program if the questions were specified with a combination of optimal characteristics.
Last but not least the predictions are considerably better than those of SQP1.0

There are in principle three different ways in which the new version of the SQP
program can be used. The first option is directed to questions which were involved in
MTMM experiments. In chapter 5 we have shown that the question data base contains
at this moment all questions which have been involved in the MTMM experiments of
the rounds 1-3 of all countries which participated in the ESS plus the questions which
have been studied in the past (Saris and Gallhofer 2007). For all these questions the
quality is available in the data base. Soon the set of questions will be extended with the
questions of round 4 and 5. For these questions the quality estimates will be available
but the coding of the questions will follow later. The program SQP can be used to
obtain these quality estimates.

The second option is directed to questions of the ESS which have not been
involved in MTMM experiments. In the future all other questions not involved in an
MTMM experiment but asked in the ESS will be added to the data base. It will be clear
that for these questions no quality estimates are available. Therefore, in order to obtain
these estimates the user of the program has to code the characteristics of the question
and the program provides the estimates of the quality of the questions.

The third option is directed to questions which are formulated for new studies. It
will be clear that in that case the user first has to introduce the questions in the system
before the coding can be started and the program can provide the prediction of the
quality and suggestions for improvement of the question.

In the next pages we will discuss these different option in the sequence indicated
above. However before we discuss the different option we will first introduce some
basic steps to start up the program. If one goes to the internet and selects .SQP.nl one
gets to see the home page of SQP. If one clicks on start the program opens the first page
of the program. On that page the program asks you to register as a user. So if this is
your first use of the program, click on "register now" and answer the questions that
follow. If you remember your user name and password you can next time go directly
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through this step by entering your user name and password and click on Login. If this is
done you end up on the screen presented in Figure 1.

“ou are logged in as: jam ham

SQP..

Survey Quality Prediction

Home CQuestions Studies

My Cuestions and Studies Overview European Social Survey
Create your own Questions and get a Quality Prediction ESE Questions with MTMM European
ata — H
SGQF - The Sunvey Cuality Prediction program gives vou the possihility to create SSOC|aI
wour mwn guestions and get quality, reliability, and validity predictions for your AllMTHMM data callected so far for urvey
quesiions. The SQF program is also able to recommend potential ESS is available by using this
improvernents to your questions after they are fully coded program.
O Create a new guestion Yiew Al Questions with MThM data ==

All Available Questions
For guestions that don't have MTMM data or & prediction, you may code the

guestion to obtain a guality prediction. Ifthe question is not available, you may
also add the question to our database using the create new guestion link,

Wiew all questions that are currently available ==

Figure 7.1 The Home page of the SQP program where one can make the basic
choice what one wants to do

As can be seen the home page allows making the choices which we have
suggested above. In the next sections we will illustrate what can and should be done if

one makes each of the specified choices. We start with the choice of the MTMM
questions.

7.1 The quality of questions involved in the MTMM experiments

If we select “View all questions with MTMM data”, by clicking on this text, we
end up in the next screen presented in Figure 7.2. On this screen the user can make a
selection for specific questions. The study, the language and the country of the
questions can be specified by making a selection of the buttons at the top left. One can
even ask for a specific question by typing the number or name of the question
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jam ham

SQP

Survey Quality Prediction

Home Questions Studies
Home =
Filter Questions Question Study Language  Country Quality
A3 PPLTRST / WOST PECPLE CANBE TRUSTED OR YOU CANT BE TOO CAR ESSRound 1 German Pusttia o0
N g | A3 /PPLTRST / MOST PEOPLE AN EE TRUSTED OR YOU CANT BE TOO CAR ESSRound 1 Dutch Belgium Q
&l Studies
A3 /PPLTRST / MO5T PEOPLE CAN BE TRUSTED OR YOU CANT BE TOO CAR EZZRound1  Czech Czech Repubic (D (@
All Languages |
A3 /PPLTRST / MO5T PEOPLE CAN BE TRUSTED OR YOU CANT BE TOO CAR E3SRound 1 Danish Denmark 0
All Countries
| AB /PPLTRST / MOST PECPLE CANBE TRUSTED OR YOU CANT BE TOO CAR ESSRound 1 French France (1]
AB /PPLTRST / WOS5T PEOPLE CAN BE TRUSTED OF YOU CANT BE TOO CAR ESS Round 1 FErman Germarny O
A3 /PPLTRST / MO5T PECPLE CANBE TRUSTED OR YOU CANT BE T00 CAR ESSRound 1 Greek Greece o0
|_| A3 (PPLTRST { MOST PECPLE CAN BE TRUSTED OR YOU CANT BE TOO CAR ESSRound 1 English Ireland [1]
A3 PPLTRST / WOST PECPLE CANBE TRUSTED OR YOU CANT BE TOO CAR ESSRound 1 Hehrew lzrael (]
A3 /PPLTRST / MOST PEOPLE AN EE TRUSTED OR YOU CANT BE TOO CAR ESSRound 1 Dutch Metherlancs Q
€l only with Predictions A3 /PPLTRST / M05T PECOPLE CAN BE TRUSTED OR YOU CANT BE TOO CAR ESSRound1 M i [ 00
o orvweglan IOrywa’
Only with MTMM 2 t
A3 /PPLTRST / MO5T PEOPLE CAN BE TRUSTED OR YOU CANT BE TOO CAR ESSRound 1 Polish Poland 0
AB /PPLTRST / WOST PEOPLE CAN BE TRUSTED OF YOU CANT BE TOO CAR ESS Round 1 Portuguese Portugal 0 0
@ Add MNew Question AB i PPLTRST | MOST FEOPLE CAMBE TRUSTED O YOU CANT BE TOO CAR ESSRound 1 Slovens Slovenia [ U}
A3 /PPLTRST / MO5T PECPLE CANBE TRUSTED OR YOU CANT BE T00 CAR ESSRound 1 Spanish Spain o0
A3 (PPLTRST { MOST PECPLE CAN BE TRUSTED OR YOU CANT BE TOO CAR ESSRound 1 Swedish Sweden 00
) _ A3 PPLTRST / WOST PECPLE CANBE TRUSTED OR YOU CANT BE TOO CAR ESSRound 1 English Great Bitian 00
My Questions and Codings
_ o A3 /PPLTRST / MOST PEOPLE AN EE TRUSTED OR YOU CANT BE TOO CAR ESSRound 1 Finnish Finland [ U]
Authorized Predictions
AB /PPLTRST / 05T PECPLE CAN BE TRUSTED OR YOU CANT BE TOO CAR E=S Round 1 Serman Switzerland [ ]
@ Other User Predictions
@ MTWM Data Available A9 /PPLFAIR | MOST PEOPLE TRY TO TAKE ACVANTAGE OF YOU, OF TRY T ESSRound 1 German Bustria [ ]

Showing questions 1 to 20 of 2703 total [0

Figure 7.2 The first page 20 MTMM questions of different countries

Imagine that we want to look at questions of Round 3 of the ESS, asked in Ireland.
Then can do so by the specifications presented in Figure 7.2.

as: imtraud

SQP..

Survey Quality Prediction

Home Questions Studies
Home =
Filter Questions Question Study Language Country
B35 /IMSMETH / ALLOW MANEAEIY MIWIGRANTS OF SAME RACEETHIG GROUF AS MASORITY ESS Round 3 Englizh Ireland
|:| B37 /IMPCHTR | ALLOW MANYFEW IMMIGRANTS FROM POORER COUMTRIES DUTSIDE EURDPE ESSRound3  English Ireland
Ess .Rnund E B38 / IMBGECO / [MVIGRITION BAD OR GOOD FOR COUNTRY'S ECORDAY ESSRound3  English Ireland
Eng“ih I:| B39 /IMUECLT / COUATRYS CULTURAL LHAE LADERMIED OR ERRICHED BY IWWERI TS ESS Round 3 Englizh Ireland
| BA0 / IMWECHT | [MMIGRANTS MAKE COUNTRY WORSE OF BETTER PLACE T0 LIVE ESSRound3  English Ireland
E26 / LRHNEW / LOVE LEARNMS NEW THINGS ESSRound3  English Ireland
— E2T / ACCDNG ! FEEL ACTOMFLISHWTENT FROM WHAT | O EsSRound 3 English Irland
‘7' E28 / PLPRFTR / LIKE PLARRING AND PREFARING FOR FUTURE ESS Round 3 English Ireland
E40 / DNGVAL / FEEL WHAT | 00 WV LIFE 15 VALUABLE AND WORTHVHILE ESSRound3  English Ireland
E45 /FLCLPLA | FEEL CLOSE TO THE PEOPLE I LOCAL AREA ESS Round 3 Englizh Ireland
O Only with Predictions
Only with MTHM HS1 /testhl | [Gountry] simuld allow aore people of the same mce o elme gimup as st jcounty ] people o come and Fre fee ESS Round 3 English Ireland
HS2 1testh? / [Country] should allow wore people of & difersnt race or stimic gmup from nost [country's] peopie bo come and fve here ESSRound3  English Ireland
HS3 /testh3 / [Country shoutd allow wore people froa the poorer countries autside Eurmpe to come and e here ESSRound3  English Ireland
@ Add MNew Question HS4 i testhd [ # is gerealy bad for [oounty's]economy tat people coge to kive ke fma ober oounties ESS Round 3 English Ireland
HS5 itesths | [Country's Joubural e is gensraly undemined by peagle coming to five irere fom abher countres ESSRound3  English Ireland
HS6 /testh6 / [Countryis nade a worse place to fve by peapls coning f0 live here from other countries ESSRound3  English Ireland
HST /1esthT [ ! bave keaming mew things. EsSRound 3 English Ireland
My Questions and Codings
HS8 /testh8 | Most days | feel a sease of accomplstwert fom what | do. ESS Round 3 English Ireland
Autharized Predictions
@ Other User Predictions HS9 1testhd [ ! e planning and areparing far the fiture ESSRound3  English Ireland
@ 1T Data mvailanle HS10 i testh10 / | pererlly foel that what | da in ny I is vakiable and worsile ESSRound3  English Ireland

Showing questions 1t0 200f 461

Figure 7.3 The first 20 questions asked in Ireland and involved in MTMM
experiments.

By this selection the number of questions is considerably reduced to 46. Let us say that
we want to see the results for a specific one, B38. I can type the number in the text box
but I can also directly click on the question in the screen. If I do so I get the screen of
Figure 7.4.
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SQP

Survey Quality Prediction

Home Questions Studies

Home = =

Filter Questions Question |
B35 { IMSMETH / 4140 Manrew spacasnrs o same mcser, B38| IMBGECO | maMIGRATION BAD OR GOOD FOR COUNTRY'S ECONOMY
ESS Round 3 Ireland - English

B3T / IMPCHTR / ALLOW MA N FEW MIMIGRANTS FROM FOORER GO
ESS Round 3

B38 IMBGECO IMINGRATION 84D OR 5000 FOR counTrvs eoay  Retlest for Answer Text: Answer options:
English Would you say it is generally bad or good for Ireland's economy that people » 00 Bad for the economy
B39/ IMUECLT / COUNTRY'S CULTURAL LIFE UNDERWINED OR ENFIC. COMe ta live hers from other courtries? Please use this card . 0l
Ireland .02
BA0 { INWBCHT | MWNGRANTS SAKE COUNTRY WORSE OR SETTER | .03
E26 / LRNHEW | LOVE LEARNMNIG (WEW THIIES . g;
E27  ACCDNG | FEEL ACCOMPLISHMENT FROM WHAT | 00 * 06
.07
E28 /PLPRFTR ! LIKE PLANWNIG AND PREPARING FOR FITURE o 08

E40 /DHGVAL | FEEL WHAT | D0 MiLIFE IS VALUABLE ARD WORTHI = 10 Good for the economy

E45 /FLCLPLA | FEEL CLOSE TO THE PEOPLE WVLOCAL AREA
[ only with Predictions

Only with MTMM HS1 [ testh | [Cuuntry] should allow moe people of bhe same mce oretl]  IMTOrmation Quality Options
HS2 [ testh? | (thuntry] stoud albiw more people of a diferent e oretl () MTMNM Estimate 0.557 Wiew MTMM Results ==
HS3 [testh3 | [Country] should albw more peopie fom the poorer countas Authorized Prediction 0.596 Wiew Prediction Detail ==

O Add Mew Question HS4/testhd | i is genermily bad for feountry's] econvary that people cort by Quality Prediction Code guestion to create my own quality prediction ==
HS5 [ testh5 | [Churtry's Joultural M is geredlly undermined by people ¢
HS6 / testhé | ftountry}is made a worse place to kve by people codming i

HST [testhT / | love leaming new things,
My Questions and Codings

Authorized Pradictions

@ Other User Predictions
@ WTMM Data Avallable HS10 /testh0 | 1 generaly fesi that wirat 1o in my itk is vaisabie and worthutiie ESSRound3  English Irelancl

HS8 /testhE | Most days |feeta sense of accanplishirent Ava what | do

HS9 [testhd /| i planning and prepsring for the future

Showing questions 1 to 20 of 461

Figure 7.4 The question B38 of Round 3 in English of Ireland

The popup screen presents how the questions was formulated and it indicates
what information is available for this question. First of all , we see that quality of the
question estimated in the MTMM experiment is given which is .557. This means that a
bit more than 56% of the variance in the observed variable comes from the variable that
it should measure. It also means that close to 44% of the variance is error.

Sometimes there are also other estimates of the quality of the question available,
predictions based on the coding of the question and the prediction program discussed in
the last chapter. MTMM questions are often coded and therefore a prediction of the
quality by the program can also be obtained. This is also true in this case. The so called
“authorized” prediction is .596. This prediction is called “authorized” because it is
based on the coding of this question which has been checked on correctness by our
research team at RECSM.

We see that in this case the predicted values are not very different from the value
obtained by the MTMM experiment. In order to get more information about the quality
of the question especially splitting the quality up in reliability and validity. This can be
done for the MTMM results by clicking on “View MTMM Results” but one can also
click on View prediction details. In that case one gets the details of the MTMM and the
SQP predictions results. Choosing the latter one gets the screen of Figure 7.5.
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SQP..

Survey Quality Prediction

Questions Studies

Home = MTMM Questions (ESS Round 3, freland, English) = E55 Round 3/ B35/ IMBGECO / [reland = =

Question

B38/IMBGECO | WiMIGRATION BAD OR GOOD FOR COUNTRY'S ECONOMY
E55 Round 3 Ireland - English

+ Show Question Text

Quality Prediction

Prediction Overview @ MTMM Results
MAT M MTMI 9590
Prediction Estimate Confidence Interval
Reliability 0.714 0.664, 0.759
Validity 0.779 0.687, 0.847
Quality 0.557 0.456, 0.643
Common Method Variance cmv 0174

Figure 7.5. Detailed information about the quality indicators of question B38 from
Ireland.

We see that in this case the estimates by MTMM and the predictions by SQP2.0
are rather similar. In general this can be expected given the high correlation between
these two estimates reported in the last chapter but there are exceptions because
occasionally questions can be deviant for the most common questions or because the
analysis has led to a rather deviant result.

On the screen is also presented the Common Method Variance (CMV). That is
an estimate of the correlation that the method would produce between variables which
measure the same variables and have the same quality. In this case one can say that due
to the method used the correlations would be .174 too high. How this information with
respect to the data quality can be used in data analysis to correct for measurement errors
will be discussed below in section 7.4.

In order to get a different picture of the quality, one can also ask for the quality
coefficients by clicking on “View quality coefficients”. By doing so we get the screen
of Figure 7.6

Survey Quality Prediction

Questions. Studies

Home = MTMM Questions (ESS Round 3, freland, English) = ESS Round 3/ B3B8/ IMBGECO / refand = =

Question

B38| IMBGECO [ IMMIGRATION BAD OR GOOD FOR COUNTRY'S ECONOMY
E58 Round 3 Ireland - English

+ Show Guestion Text

Quality Prediction

Quality Coefficients © MTMM Results (coefficients)
BATIAR MTMR 95%
Frediction Interquartile range  Standard error Estimate Confidence Interval
Reliability Coefficient r 0.878 0.840. 0.906 0.1186 0.845 0.815, 0.871
Validity Coefficient v 0.880 0.792. 0.908 0.154 0.883 0.829, 0.920
Quality Coefficient q 0.772 0.665. 0.798 0.100 0.746 0.675, 0.802

Figure7.6 The comparison of the quality coefficients
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The quality coefficients are comparable with factor loadings. In the MTMM
experiments these coefficients have been estimated. They are the square root of the
quality estimates. In this screen also the uncertainty is presented for both sets of
estimates. It is clear that they overlap for a large part. This is what you expect if the two
estimates give approximately the same result. It should, however, be clear that these two
estimates are based on very different data. One is based on the MTMM data and the
other on the coding of the question and the prediction procedure described in the
previous chapter.

If one would like to see the codings, one can click on “View prediction codes”.
Doing so we get screen presented in Figure 7.7.

SQP.

Survey Quality Prediction

Questions Studies

Home > MTMM Questions (ES5 Round 3, freland, English) = £S5 Round 3/ 838 £ IMBGECO / freland »

Question Characteristic Choice

B38/IMBGECO | MMIGRATION BAD OR GOOD FOR COUNTRY'S ECONOMY

ESS Round 3 Ireland - English

Request for Answer Text:

Would you say it is generally bad or good for Ireland's economy that
people come to live here from other countries? Please use this

card

Answer options:
= 00 Bad farthe econamy

= 10 Good for the economy

Domain

Domain: national paltics

Concept

Concept: ather simple concepts

Social Desirabilty

Centralty

Reference period

Faormulstion of the request for an answer: hasic choice
WWH weord used in the request

Recuest for an answer type

Use of gradstion

Balance of the request

Presence of encouragemert to answer
Emphasis on subjective opinion in request
Information about the opinion of other people
Usze of stimulus or stetement in the request
Ahsolute or comparstive judgment
Response scale: basic choice

Mumber of categories

Labels of calegories

Lakels with long or short text

Wational politics
Economic / financial matters:

21l gther simple canceplts

Evaluation

A bit

Rather certral

Present

Indirect requests

Reguest without WH word
Interrogative

Gradation used

Balanced or not applicable

Na particular encouragement pressnt
Emphasis on opinion present

Mo information shout opinions of others
Mo stimulus or statement

2n shsolute judgement

Categories

"

Partially labelled

Short texd

Figure 7.7 The codes selected for the different characteristics of the question B38

At the right hand side we see the codes of all the characteristics of the question.
At the left side is the text of the question indicated. These are the authorized codes of
the characteristics approved by the team of RECSM.

7.2 The quality of non MTMM questions in the data base

Moving to the second option of the program SQP, we have to go back to the
home page and click on “View all questions that are currently available”. Questions
which have not been involved in MTMM experiments but are present in the data base
can only be evaluated by predictions using the SQP prediction program. There are two
possibilities: the questions have already be coded or not. Looking at Figure 7.8 we see
both examples in round 2 of the ESS from Ireland, especially question G22 and G23.
The latter has already been coded and approved by RECSM, indicated by the A behind
the text of the question while the former G22 has not been coded by nobody so far
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Studies

Home =
Filter Questions Question Study Language Country Quality
B4 /trstprl | Trust i couritry's padfament ESS Round 2 Engilish Ireland O
B5 [ trstigl / Trust in the kegal systear ESS Round 2 English Ireland [}
ESS Round 2|
BT Jtrstpht | Trust in pokticians ESS Round 2 English Irland [m]
English
B25 / stieco | Hhw salisfied with preseat state of ecomamy s cou ESS Round 2 English Irland {m]
Ireland
B26 / stigov | Hw satistisd! with the nakivnal govemment ESS Round 2 English Ireland [}
BT | stidem | Huw satisfied with the way deanomey worts in coun ESS Round 2 English Ireland Q0
D25 / dekptrt | Dhotors ieep whole trths fom patierts ESS Round 2 English Irland [m]
D26 / detreql | Reguiar genera! practitbneaifoctor trat pakiznts ESS Round 2 English Ireland [}
D27 / dedise | Dctors discuss tratwent with patient berre they ESS Round 2 English Ireland [}
G6 / wmepwrk { Woman shouhi be prepared o out daw o paid wods ESS Round 2 English Irland {m]
g Qnly with Predictions GT h Meq should tatee 1 it i E3S Round 2 English Ireland [m]
mnrsphm oun nglis! relan
1 Gy with MTMM I ar shauhd Lalhe a5 el e sponsbiity as woaed g
G8 / mnrgtjb | Men shoutd fave o dgit to ob than women when ESS Round 2 English Ireland [}
G22 | hwktwd | Total tive people in kome spend o Rouse worts, bour ESS Round 2 English Irland
@ Add MNew Question G23 | hwkpwid | Fart you spem of total tire fowusewodd o typioal ESS Round 2 Engfish Ireland
G234/ hwkpwdp | Part your partner sperd of total tine houseworts an ESS Round 2 English Ireland
G64 )/ urtywrk [ Qument joh: variety in worr ESS Round 2 English Ireland Q0
G66 / jhser | Qument fob  job is secure ESS Round 2 English Irland [m]
My Questions and Codings
GT0 / hithrwh | Ciirent jab heaithisatety at rish becatise of work ESS Round 2 English Ireland [}
Authorized Predictions
@ Other User Fredictions testal2 | Total tive people i Fome Spead o hatse wodk, hatr ESS Round 2 English Ireland
@ TN Data Available testald | Hus you spend of infal tire housework o dpioal ESS Round 2 English Irland

Showing questions 1 to 20 of 551

Figure 7.7 The overview of the question of Round 2 from Ireland

If we select question G23 first we get again the pop up screen for this question
as before presenting the quality prediction by SQP based on the approved coding. We
can also ask again the details of the quality estimates and the specification of the codes.
So far it goes the same as before.

If we select G22 the process is different because G22 has not been coded so far.
So if we select this question, we get the screen presented in Figure 7.8.

d in as: imtraud

Survey Quality Prediction

Questions Studies

Home = >

Filter Questions Question |
B4 i trstprl | Trust in oounry's partament G22 | hwktwd1 [ Total time peopie in home spend on housework, frour

B5 | trstlgl | Trust in the degat systens ESS Round 2 Ireland - English

ESS Round 2 . . S
BT i trstplt | Trustin politioians Introduction Text: Answer options:
English 1°d like to talk shout housework as described on the card.
B25 | stfeco | Hhw satistied with present state of ecomay i cou
Ireland Request for Answer Text:
B26 / stigow | Hw satistisd with the national govemment By housework we mean things done araund the home, such as cooking,

wasshing, cleaning, care of clothes, shopping maimenance of praperty bt
not inclusding childcare and leisure: activities . On a typical weskday about
by many Rowrs in total do pespls in your housshald spend on housswork
tor your home?

B27 / stidem | thw satisfied with the way demociacy works in coun
D2

o
&5

dekptrt [ thotors deep whole tith fmm patients

[

2
3

detreql ! fequiar general practiioreaidoctor treat patients

D27 [ dedise | Doctors discuss treatment Wit patient befors they

G6 / wmcpWrk | Womar shoutd be prepared fo cut down on paid words

g Cnily with Predictions 67 h Meq should tate h b o Information Quality Options

. mnrsphm i i 0

[ only with MTMM I 1 st tate as mui responsbilty as wnwen 3
GB [ mnrgtjb / Mer should have more right o job than warren whe My Guality Prediction Code guestion to create my own quality prediction ==
622 hwktwd1 | Total tine people in fone spend on hassewar, hour

@ Add Mew Question 623 | hWKpW | Part you sperd of indal tive howse works o typisal
G24  hwkpwdp | Part your partrer spend of total e imusework on

7]
]

4/ urtywrk | Cument job: variety in wark

jbser | Gurent b fob is secure
My Questions and Codings

o o
-
= =2

) hithrwk / cumest job: healthisartety at i because of wor
Autharized Predictions

@ Other User Predictions
© WM Data Available testald | Hhus you sperd o dotal e ovse works or typisal ESE Round 2 English Ireland

testa02 | Tatal tine pecple in home spend on ousewark, fasr

Showing questions 1 to 20 0f 551

Figure 7.8 The screen if in for Ireland in round2 the question G22 has been chosen
I in order to get a prediction of the quality of this question the first thing to do is

to do the coding. If you click on "Code question to create my own prediction" the next
screen is presented in Figure 7. 9
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Survey Quality Prediction

Questions Studies

Home > Alf Questions (E35 Rownd 2, Ireland, Englizh) = ESE Round 2/ G227 wiktwd? /ireland =

Question Question Coding

G22 | hwktwd | Total ime peopie in home spend on housework, lour There are no codings yet for this question
ESS Round 2 Ireland - English

Imtroduction Text:
I"d like to talk ahout housework as descrihed on the card.

Request for Answer Text:

By housework we rmean things done around the hame, such as
cOoking, washing, cleaning, care of clothes, shopping maintenance
of property,but notincluding childe are and leisure activilies. On a
typical weekday about how many hours in total do people inyour
househald spend on housework for your home?

Answer options:

Figure 7.9 The screen with the question and the option to begin coding

Selecting “Begin coding” brings one to the screen presented in Figure 7.10. On
the left side, in the lower part, the question and the answer categories are presented. On
the top left side is the first characteristic is mentioned that should be coded. This is the
domain of the question. The possible categories have been indicated. In yellow some
information about this characteristic is indicated. If you select a category the choice is
presented at the right side of the screen and the next characteristics to be coded appears
at the left side. This characteristic is coded in the same way and this process goes on till
all characteristics are coded.

SQP.

Survey Quality Prediction

Questions Studies

Home = Al Questions (ESS Round 2, ireland, English) » ESS Round 2/ G227 hwkiwd? / lreland =

Selected Characteristic Question Coding

Domain There are no cadings yet for this question

Please select one:

O Mational politics Jomaly
o] Europesan Union politics Criginally the classification of the Central Data
© International politics Archive in ColognelGermany has beenused for
© Famil the coding. Butin the analysis only the following
4 categaries have been emplovedfor the domain
o}
Personal relations mare ==

O ok

O consumer behaviour

O Leisure activities

O Health

O Living conditions and background variables
O other beliefs

Question

G22 | hwktwd1 | Totai time people in home spend on housework, hour
E&E Round 2 Ireland - English

Introduction Text:
I"d like to talk about housework as described an the card

Request for Answer Text:

By houseworkwe mean things done around the home, such as
cooking, washing, cleaning, care of clothes, shoppingmaintenance
of propery,but not including childcare and leisure activities. On a
typical weekday about how many hours in total do people in your
houzehold spend on housework for your home?

Answer options:

Figure 7.10 The first screen of the coding procedure

Some times the program makes a suggestion for a possible answer. For example it suggests how
many sentences and words there are in the questions. In that case you can accept the suggestion
by clicking on next or you can correct the number and click on “next” to go to the next
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characteristic. When the coding is done for all characteristics the screen of Figure 7.11 appears.

Home > Alf Questions (ESS Round 2, Irefand, English) = ESS Round 2/ G22/ hwktwd? / Ireland >

Question Coding Complete Characteristic Choice
Diimezin Family
4
v/ Codi c letel Domsin: family Household metiers
= oding Lomplete: Concept Facts, backaround, or behaviour
This guestion has been completely coded. Social Desirabiity A ot
Centrality Rather certral
Question Quality Prediction Reference perind Present
Geta prediction ofthe guality ofthis question based on the choices made for each characteristic, Formulation of the reguest for an answer. basic choice Direct request
WH word used in the raguest WH word used
WH' word Howw (quantity)
e Request far an answer type Interrogative
Return to the question list. i i £
Lise of gradation Graiation used
G0 back to your search results for guestions.
- e Bialance of the request Bialanced or not applicahle
Presence of encouragement to answer Mo particular encouragement present
z Emphasis on subjective opinion in request Mo emphasis on opinion present
Question
Information ahout the opinian of ather peaple Mo information shaut opinions of others
G22 | hwktwd1 [ Totai time peopie in home spend on fiousework, hour Uise of stimulus or statement in the raguest Mo stimulus or statement
ESS Round 2 Ireland - English Ahsolute or comparative judgment An absolute judgement
: Response scale; basic choice Freguencies or amounts
Introduction Text:
Id like to talk about housewark as described an the card Mumbsr of frequenciss 24
Request for Answer Text: Don't knovy option DK option anly registered
By housewark we mean things done around the home, such as
T 5 3 Intervigwer instruction Present
cooking, washing, cleaning, care of clothes, shopping,maintenance
af property,hut not including childeare and leisure activities. On a Respondsrt instruction Absent
typical weekday about how many hours in total do people in your
household spend on housewark for your home? Extra motivation, info o defintion available? Present
Knovledge provided Definitiorss only
Answer options:
Introduction avallahls? Available

Figure 7.11 The screen after the coding has been completed

Now you can ask for a prediction of the quality of the question by clicking on
the text "Get Quality Prediction". One can also continue coding or go back to the
question list. If predictions are requested screen 7.12 will appear in this case.

You are logged in as: iimiraud

SQP..

Survey Quality Prediction

Questions Studies

Home = Al Questions (ES5 Round 2, [reland, English) = ES5 Round 2/ G227 IwKIwdT 7 ireland = >

Question

G22 | hwktwd1 [ Totai time peopfe in home spend on fousework, hour
ESS Round 2 Ireland - Enalish

+ Show GQuestion Text

Quality Prediction

Prediction Overview

Prediction
Reliability
WValidity

Quality

Common Method Variance cmv - 0.054

Figure 7.12 The quality prediction for question Al in Great Britain

In this case only the prediction of SPQ is presented because no quality estimate
was obtained for this question. If one would like the predictions of the quality
coefficients which are the square root of the quality predictions it self one has to click
on the button at the right saying “view quality coefficients”. In that case on gets also the
prediction intervals.
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7.3 The prediction of the quality of new questions

For the third option of the program we have to go back to the home page of SQP
and select the option “Create a new question”. If one chooses to introduce a new
question one gets first a screen asking information about this study and question. In this
case we specify that we do an study called immigration in English and the name of the
variable will be called equality and the name of the question is the same. This
information is also presented in the screen below (Figure 7.13)

) Vg et agp b T et e B = B0 X | 5 Coders View: 5GP Coder
- HPoce- @ @

!
Google” Esta pagina et escrita en Ingiés, 4 Quleres traduciria con 1a bara Google? MiaInkemacin (Ess sagrs no st evirts on &

X Google Mk 2 Acceder A -

a7 Apldanch posnree | Treducie | [Dessctier traduccion al inglés | >

Epp————

sqp-coder

Survey quaity procicion

Question Details

Stuty: irmigration - @
Language: Engesh -

Country United Kingdom -

Name in the Dataset: equality

Mg in the Questionnaie: |couality

Erief Descripbon: value of equal opponunities

Introduction Text

Figure 7.13 The screen registrating the basic information about the question

The next step is that we have to introduce the question it self. In this case we
have chosen to introduce the question about the value equal opportunities of the
Schwartz Human Value scale. This question has an introduction, a question with stimuli
and 6 response categories. Figure 7.14. presents this specification

Introduction Text:

If Present - Text in the question used to infroduce the concept of the guestion. Such as: "Mow | am going to ask you about. ..

Here we briefly describe some people. Please read each description and tick the box on each line that -
shows how much each person is or is not like you.

Request for Answer Text:
Text in the question that requests an answer such as: "Please select the option How much fime_."

How much like you is this person? -

He thinks it is important that every person
in the world should be treated equally.
He believes everyone should have equal
opportunities in life.

Answer options:
Answer options or numbers in the answer scale. One option per line.

1 Very much like me
2 Like me

3 Somewhat like me
4 A little like me E
5 Not like me

6 Not like me at all =
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Figure 7.14 The form to specify the question

After that we have saved the question we get to see the screen presented in
Figure 7.15.

sqgp-coder

survey quallty prediction

Questions. Studies
Question List = All Questions > equa equant

Question Question Coding
equality / equality / value of equal opportunities There are no codings yet for this question
Language: English Country: United Kingdom

Introduction Text:

Here we briefly describe some people. Please read each description and tick
the box on each line that shows how much each person is or is not like you.
Request for Answer Text]

How much like you is this pef -M:? He thinks it is important that every person

in the world should be treated equally. He believes everyone should have
equal opportunities in life.

Answer options:

+ 1 Very much like me
+ 2 Like me

+ 3 Somewhat like me
+ 4 Alitile like me

* 5 Not like me

+ B Not like me at all

Figure 7.15 The question and the button to start the coding

The next thing that has to be done is the coding of the question. This starts by
clicking on “begin coding”. If we have done the coding as show before and asked for
the prediction of the quality we get the result presented in Figure 7.16

£ = 20 X | Coders View: 5GP Coder b3

x Google = Pbuscar - @B B- P Mi» Acceder W,
Go\ash: Esta pigina estd escria en inglés. ;Quieres raducina con 1a bara Google? Mis infaimaciin (Eis sagia no esth sacria en igks? Avidanos o e | Traducir | | Desactivar traduccion al inghés |
Question

equality / equality / value of equal opportunities

Language: Englisn Country:  United Kingdom Answor oplions:
Introduction Text: * 1 Vady much ke me

Hire we ey desen

oenit poopke. Pieass read and
tha i 60 #3CH NG BAE SROWS Now MuCh Sach pAison
Request for Answer Texi:
i muCh B
0 T wond !
ecusl cppoeri

il TNt dvedy parson
¥one should Nave

Prediction Overview

r 0.626

v’ 880

Quality q° o050
Varanca  CMV 0078

RECOBESEe o fndwer B 2 Ioteme * FOE Brnd W Dhbein P -

W Mhige Pa | E0 €

W o B

Figure 7.16 The prediction of SQP2.0 of the quality of this question
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It will be clear that this question is not very good. So we can ask for suggestions
for improvements. In this case the result after evaluation of all characteristics gives the
result presented in Figure 7.17

#questionlmprovement/10782 2 - B¢ X | & Coders View: SQP Coder x

x Google - | *9 Buscar ~ - @B Mas»> _ Acceder 9 -
g ] 4

Goc hgk' Esta pagina esta escrita en inglés. ¢ Quieres fraduciria con |a barra Google? Llds informacién ;Esta pagina no esta escrita en inglés? Avidanes a mejorar | Traducir \ \ Desactivar traduccidn al inglés \ X

Question

equality / equality / value of equal opportunities

Language: English Country: United Kingdom Answer options:
Introduction Text: « 1 Very much fike me
Here we briefly describe some people. Please read each description and tick * 2 Like me

the box on each fine that shows how much each person is or is not like you. * 3 Somewhat like me
* 4 Alittle like me
Request for Answer Text: * 5 Not like me
o . + 6 Not like me at all
How much like you is this person? He thinks it is important that every person
in the world should be treated equally. He believes everyone should have
equal opportunities in life.

\

Potential Improvements Selected Variable

All Variables Click on & variable on the left to see the potential change in the quality that could be realized by & different
value for that variable
Variable Potential Max Quality Coefficient by Change in Variable

country 0826
avgwrd_total 0.825
domain 0.320
stimulus 0315
visual 0513
showc_quest 0512
socdesir 0811

interviewer 0.308

el reportabout o A Supplementary QUen || £ Coders View:SQP C.. | B S0 Round 3 5¢ Vern | A1'5 Pan e ¥ HEG o

Figure 7.17 Several suggestions for improvement of the question

This analysis shows that several improvements can be made. We see that
choosing an other country would help. This is of course an impossible option. Possible
alternatives are presented by the characteristics avgwrd total, stimulus, visual etc. One
should realize that this table gives the improvement for one question characteristic at the
time keeping all other the same as they are. This means that by combination of several
of these characteristics one may be able to improve the question considerably. The
program gives suggestions for this but one have to test the new version again one can
not just add the different improvements together. In the next section we will discuss this
issue in more detail.

7.4 Applications of the program

There are three relevant applications of the program SQP. The first is the
improvement of questions before the data have been collected. The second is the use of
the quality estimates for correction for measurement errors in the analysis between
variables. The third application is the evaluation of the quality of composite scores for
complex concepts. Of these three possible applications two will be discussed here. The
latter possibility will not be discussed here. The evaluation of composite scores has
been extensively discussed in Saris and Gallhofer (2007). So we start with the
improvement of questions before the data collection.

7.4.1 Improvement of the quality of questions

In the last section we discussed the measurement of the value “equality” , an
item of the Schwartz Human Values scale as introduced in the ESS. We have seen in
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Figure 7.17 that SQP suggests many considerable improvements, especially with
respect to: the length of the text, the use of stimuli, the data collection , the concept etc.

To start with the last issue. The question asked about the similarity of the
respondent to the person described in the stimulus where in the stimulus a mixture of
two concepts are presented: a value statement and a norm. This is what Saris and
Gallhofer (2007) have called a complex concept because the item asks a similarity about
other concepts. Besides that two different concepts have been combined in the stimulus.
This could lead to a lot of confusion at the side of the respondent. We have also seen
that use of batteries of statements have a negative effect therefore, following the
suggestions of Saris and Gallhofer (2007), we would suggest to measure the value with
a item specific question like:

How important or unimportant is it for you that all people are treated equally?

Completely unimportant

Important

Neither unimportant neither important
Important

Extremely important

arwE

This question is much shorter, it is a bipolar item specific scale and no statement
is used. Let us see how good the quality of this question is according to the program
SQP. In order to check this we introduce the question again in the program, code the
question and ask for the quality prediction. The result is presented in Figure 7.18.

) Coders View: 5GP Coder

% Google - Poucar- - BB - Mas Acceder B -

Google™ Esta pagina esta escrila en inghés. ¢ Quieres iraducinia con la barra Google? Mis inkemagiin (st sbpna n ssth sacits sn sgie? Aridanca s megen: | Traducl | [Dasactivar traduccién al inglda

Question

Language: English Country:  Unilod Kingdom

Introduction Toxt:

r 0.660

v 0968
q' 0639
cmv  g.oz1

SEOEEBC e

Figure 7.18 the quality of the reformulated question with respect to equality

The question of Schwartz had a quality of .55, the new question has a quality of
.64. In explained variance this would mean that the explained variance of the observed
variable by the variable of interest, the value equality, has been increase with nearly
10%. One can also look at further possible improvements but the explained variance
will never be perfect which means that there remain always measurement errors.
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Therefore, correction for measurement error is also important as we will see in the next
section.

Note that the improvement in quality was mainly obtained by the increase in the
validity. This means that using this formulation the systematic effect of the method i.e.
the complement of the validity, has been reduced. This can also be seen in the reduction
in the Common method variance which is now rather small.

A more detailed picture of the quality can be obtained by clicking on the text at
the right “view quality coefficients”. If we do so we get the screen presented in Figure
7.19.

RIS (= nttp://devel sqp.nl/loadui/=questionPrediction/10783 £ - B & X | 2 Coders View: SQP Coder
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Question List = All Questions > equal / equal / item specific question for the value equality »

Question

equal / equal / item specific question for the value equality

Language: English Country: United Kingdom Answer options:

Introduction Text: - 1 completely unimportant
- 2 unimportant

Request for Answer Text: = 3 neither one nor the other

+ 4 important

How important is it for you that all peaple are treated equally? + 5 exiremely important

Quality Prediction

Quality Coefficients

Prediction Interquartile range Standard error
Reliability Coefficient 0.739 <= 0.860 0.134
Validity Coefficient 0.939 = 0.996 0.108
Quality Coefficient 0.697 < 0.828 0.095
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Figure 7.19 the quality coefficients, interquartile range and standard error

The quality coefficients are the square root of the quality indicators themselves.
These are the coefficients which are estimated in the MTMM experiments. In this
screen we see the uncertainty which exists in these estimates presented in the
interquartile range and the standard error. It will be clear that a considerable range of
uncertainty remains.

Nevertheless, the attraction of this approach is that we get these estimates before
data have been collected. The MTMM experiments are time consuming and expensive.
These quality estimates are obtained with minimal efforts and allow researchers to
improve their data collection before they spend a lot of money on their data collection.
It is not possible to take into account more than 50 question characteristics while
formulating a question. SQP makes it possible to evaluate the questions made on these
characteristics and suggest improvements. This is the major advantage of this
procedure.

7.4.2 Correction for measurement error in the analysis

As we said before, measurement errors will remain, no matter how good we do
our best to improve the questions. That means that the estimates of the relationships
between the variables will be affected by these errors. Therefore it is necessary to
correct for these errors. In this section we want to show by a simple example how this
can be done.
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The example we want to use is a model to explain the opinions about
immigration. Variables to explain this opinion have been collected in the second round
of the ESS. Some of the questions have already been discussed. We suggest for this
example the model presented in Figure 7.20.

Equal treatment

Allowing more people Financial — years of education

From outside Europe threat \
<  Born in the Country

Figure 7.20 A simple model for explaining opinions about immigration

In round 3 of the ESS data for these variables have been collected in Ireland.
The questions used are the following:

Immigration (Imm)
B37 STILL CARD 14 How about people from the poorer countries outside Europe? Use the same
card.

Allow many to come and live here 1
Allow some

Allow a few

Allow none

(Don't know)

o~ WN

The quality of this question (.74) was estimated in a MTMM experiment.

Financial consequences (FIN);
B38~ CARD 15 Would you say it is generally bad or good for [country]'s
economy that people come to live here from other countries? Please use this

card.

Bad Good

for the for the for the (Don't
economy economy know)
00 01 02 03 04 05 06 07 08 09 10 88

The quality of this question (.557) was estimated by MTMM (Figure 7.4 )

Equal treatment (Equal):
Here we briefly describe some people. Please read each description and tick the box on
each line that shows how much each person is or is not like you.

How much like you is this person? He thinks it is important that every person in the world should be treated
equally. He believes everyone should have equal opportunities in life.

1 Very much like me
2 Like me

3 Somewhat like me
4 A little like me

5 Not like me

6 Not like me at all
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The quality of this question (.55) was predicted by SQP

Years of education (Edu):
F7 How many years of full-time education have you completed?

(DON'T know) 88

The quality of this question (.78) was predicted by SQP.

Nationality (National):
C20 Were you born in [country]?

Yes 1 GO TO C23
No 2 ASK C21
(Don’t know) 8 GO TO C23

The quality of this question (.78) was predictedted by SQP.

The correlations between these variables obtained in Ireland in round 3 of the ESS were
as indicated in Table 7.1.

1.00

-.421 1.00

.163 -.109 1.00

-.156 .172 -.063 1.00
-.085 .145 -.021 .103 1.00
Imm fin eqal edu nat

Table 7.1 The correlations between these variables obtained in Ireland (n=1700)

On the basis of these data the effects presented in Figure 7.20 can be estimated
with and without correction for measurement error. Normally the analysis is done
without correction for measurement error. In that case the estimation is done on the
basis of the correlation matrix of Figure 7.1 without any adjustment.

If one wants to correct for measurement error one has to make on change in this
matrix which is that the 1's on the diagonal should be substituted by the quality
estimates. So the adjusted matrix for this example is presented in Table 7.2.

.740

-.421 557

-163 -.109 .550

-.156 .172 -.063 .780
-.085 .145 -.021 .103 ,780

Imm fin eqgal edu nat

Table 7.2 The correlations with on the diagonal the quality estimates for the
variables

104



It will be clear that now the matrix is not a correlation matrix anymore, however
by transforming this matrix in a correlation matrix (using a program), one will get the
correlation between these variables corrected for measurement error”’. The result is
presented in Table 7.3.

Imm 1.00
fin -0.66 1.00
eqal 0.26 -0.20 1.00
edu -0.21 0.26 -0.10 1.00
nat -0.11 0.22 -0.03 0.13 1.00

Table 7.3 The correlations corrected for measurement error

It will be clear that all correlations have been increased by this correction for
measurement error. As a consequence , we should also expect that the estimates of the
effects will be different, in general higher. The effects have been estimated with the ML
estimator of LISREL. The inputs for these analyses have been presented in Appendix
7.1. The results without and with correction for measurement error have been presented
in Table 7.4.

The most striking result is that the effect of the opinion about the “financial
consequences” on the opinion “to allow more immigrants” has been changed from -.39
to -.64 . This is a bit less than a doubling of the effect. For other effects the changes are
not so big in absolute value but they are for several parameters approximately the same
relative to the coefficient in the analysis without correction for errors. However we also
see that the coefficient don’t get always larger. Occasionally this is not the case.

Without correction with correction for errors
On immigration on immigration
By
Financial consequences -.39 -.63
Equal treatment A1 13
Education -.08 -.03
Nationality -.02 -.04
Total explained (R?) 20 45
On financial consequences on financial consequences
By
Equal treatment -.10 -.17
Education A5 22
Nationality 13 .19
Total explained (R?) .06 13

Table 7.4 The estimates of the effects of the variables on the Opinions about
Immigration and Financial consequences without and with correction
for measurement error.

*% This approach is a bit too simple because we ignore possible extra correlations due to method effects
and the fact that we take the quality estimates as given values. For more details we refer to Saris and
Gallhofer (2007), Lance et al (2010) and Oberski (2011).
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We gave this example to show that taking into account the quality of the
questions (i.e. correction for measurement error) can have a considerable effect on the
results of analysis of the relationships between variables. Therefore we are of the
opinion that the information about the quality of questions is essential for the analysis of
survey data and even more so in comparative research.

Looking at the Appendix 7.1 one can see that the procedure to take the
quality into account is very simple. One only has to substitute the 1’s on the diagonal of
a correlation matrix by the quality coefficients and transform (with the program) the
covariance matrix in a correlation matrix and analyze the data as before and one gets the
results corrected for measurement errors.

7.5 Conclusions

In this chapter we have shown that the program SQP2.0 can be used to obtain (1)
the quality estimates that were obtained by MTMM experiments (2) the quality
predictions by SQP of questions that are in our data base but were not part of a MTMM
experiment and (3) the quality predictions by SQP of new questions that a researcher
would like to evaluate. We have also shown that the program provides in a simple way
suggestions for improvement of questions.

In the last part of this chapter we have illustrated by a simple example how the
quality estimates can be used to correct for measurement error in regression or more
general structural equation models. This last topic is in fact the reason why the ESS and
we pay so much attention to quality of questions or measurement errors. The example
has shown that one can get very different results for the parameters of interest if one
corrects for measurement error. This is even more important for comparative research
because in comparative research the correlations across countries may be different not
because of differences in relationships between the variables of interest but just because
of differences in measurement errors or quality of the measures. So we think that
comparative research is only possible with the correction for errors as we have indicated
in the last section. It is for this reason that we do all the efforts discussed in this report.
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Appendix 7.1 The LISREL inputs to estimate the parameters of the model in
Figure 7.20

The LISREL input for the analysis without correction for measurement errors

immigration lIreland
da ni=5 no=1700 ma=km
km
1.00
-.421 1.00
.163 -.109 1.00
-.156 .172 -.063 1.00
-.085 .145 -.021 .103 1.00
labels
Imm Fin eqgal edu nat
model ny=2 nx=3 be=fu.fi ga=fu,fi ps=di,fr
frbel2ga2lga22ga?23
frgallgal?2gals3
out

The LISREL input for the analysis with correction for measurement errors

immigration Ireland
da ni=5 no=1700 ma=km
cm
.740
-.421 557
.163 -.109 -550
-.156 .172 -.063 .780
-.085 .145 -.021 .103 .780
labels
Imm fin eqgal edu nat
model ny=2 nx=3 be=fu.fi ga=fu,fi ps=di,fr
fr bel2ga21lga22ga?23
frgallgal?2gal3
out

These two inputs show that the only part that has been changed is the diagonal of the correlation
matrix where we have introduced the quality coefficients obtained in MTMM experiments or by

prediction using SQP 2.0.
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Chapter 8

Conclusions and future developments

Willem Saris

Any measurement will contain errors. These errors will effect the estimates of
means and relationships between variables. These problems are even larger in
comparative research because the differences in measurement errors can cause
differences across countries which have nothing to do with substantial differences.
Therefore the Central Coordinating team of the ESS decided to introduce a
supplementary questionnaire next to the main questionnaire in all data collections in
order to determine the size of the measurement errors in all countries. These estimates
can be used to correct for measurement errors and in this way make the data across
countries comparable.

In this report we have presented the results of these experiments in the first three
rounds. We will also show how these results can be used in practice in a simple way.

Let us start with a summary of the large amount of results we have obtained in
the context of the ESS infrastructure.

Database of questions. Because in each round MTMM experiments have been
done a data base has been created with alternative forms of questions which are
supposed to measure the same variable. The combination with the obtained quality
estimates allows the user of the data base to select for specific variables the optimal
form. For details see chapter 3.

A new design for MTMM studies. The classical MTMM experiment requires that
all respondents answer three questions measuring the same variable. This may lead to
memory effects or satisficing. Therefore we looked for an alternative which has been
found in the Split ballot MTMM design. In this design each respondent has to answer
on twice a similar question for the same variable. For the ESS especially, we developed
the 2 group design where all respondents get the same form of the question in the main
questionnaire. In the supplementary questionnaire the sample is split randomly in two
groups which get each a different form of the question to measure the same variable. It
was shown that using this design all quality criteria could be estimated although some
estimation problems were expected. For details see chapter 2.

A new procedure for the analysis of the data. In the analysis of the data of the
Split ballot MTMM experiments it turned out that the expected problems occurred more
frequently than expected. Therefore a study was made of the problems and of possible
solutions. It turned out that the solution was to start the analysis with a Multiple group
analysis assuming the same model across all countries and relaxing this assumption on
the basis of detection of misspecifications in the model. This analysis was done by two
researchers independent of each other and after that a comparison was made and
optimal estimates were produced for both analyses. For details we refer to chapter 4.
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A new program for analysis of the data. The analysis of the MTMM experiments
had become a rather complex process. Therefore several new programs were developed
to facility this analysis. These programs allow the analyzers to input the LISREL model
syntax, run it, and obtain outputs and to make a comparison of the quality estimates with
previous versions or other analyzer’s versions. Each run of an analysis was stored using the
version control system git (2009). The analyzers could also view the exact differences (“diff”)
between their model syntax and that of another version or analyzer, as well as obtain a side-by-
side comparison of the quality estimates. This allowed them to pinpoint the exact model
changes that may have led to any differences in estimates. An online repository of this history,
combining the repositories of all analyzers, is available. For details see chapter 4.

A database of 3483 coded questions. The data base of ESS contains questions in
many different languages. For the estimation of the effects of the questions
characteristics on the quality of the questions the characteristics had to be coded.
Because of the different languages this is a difficult issue. However we found in
Barcelona enough native speakers in all languages available in the ESS. So all questions
involved in the MTMM experiments have been coded by native speakers using a new
program for coding of questions. The obtained results were compared with the codes
obtained for the source questionnaire which was coded by two coders of our team. If
differences between the codes in the different languages and the source questionnaire
were detected these difference were discussed and solved to get a consensus concerning
the coding of the foreign languages. For details see chapter 5.

A new procedure for quality prediction. Given that in the data base for 3483
questions the question characteristics were coded and the quality estimates, reliability,
validity, and quality, were available a prediction procedure had to be chosen. For this
purpose a new prediction approach, the Random Forest program of Breiman (2003), has
been chosen based on the logits of the quality estimates. The advantages of this choice
above linear regression used earlier is that no impossible predictions are possible (>1),
that one get construct 95% prediction intervals. It turned out that the predictions were
much better than with the old program SQP. For details , see chapter 6

A new program SQP2.0 Based on the work mentioned above a new program
SQP 2.0 has been created for the predictions and improvement of questions. With this
program users can obtain the estimated quality of the questions that were involved in
MTMM experiments. They can also get a prediction of the program SQP 2.0 and
suggestions of improvements. Users can also get predictions of the quality of all
questions, already existing questions in the data base or new questions in many
European languages. However this prediction requires that the user codes the
characteristics of the question. The program will than provide the quality estimates and
suggestions for possible improvements

This overview summarizes the work our research group has done to make it
possible for users of the program SQP 2.0 to get a estimate and/or a prediction of the
quality of any questions that can be formulated in all languages used in Europe. This
does not mean that the estimates and predictions are equally good for all questions. We
will discuss the limitations of the program below.
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8.1 Limits and future developments

In chapter 6 we have indicated how frequently different questions are asked in
MTMM experiments studied. It is impossible to determine how represent the
distributions with respect to the domains, concepts and the methods are. What we have
done in our research is always choosing questions which were included in ongoing
surveys. So, at least the questions selected are questions used in survey research. With
respect to the prediction of the quality of questions the result may depend on the
selection of the questions. So in this respect there is an uncertainty in our approach.
However, it is unclear how this situation can be improved given that there does not
exists something like a “population of questions, let alone a sampling for drawing
questions.

With respect to the ESS studies we have concentrated our selection of questions on
the questions which will be repeated over the years i.e. we selected especially questions
from the core questionnaire. So for these questions we have the quality estimates
available in our data base. So for the most commonly used question sin the ESS there is
no problem. The information about the quality is available.

Another point on which the approach so far is limited is that it is not easily to look
for a specific question. At the moment the system can be used in combination of the
questionnaires of the ESS. One can find in the questionnaires the number and the name
of the question and use this information to look up that question in SQP2.0. At this
moment one can not search on words or combinations of words in the question text or
on names of concepts. This possibility will be a next step in the process.

The next limitation we should mention is that we concentrate on single questions
and not concepts measured by several questions together. In our publications (Saris and
Gallhofer 2007) we have indicated how the information presented here can be used to
evaluate such concepts but there is no automatic procedure available to do so at this
moment. In the context of an extension of the programs we will take this issue also into
account. For the moment we can only refer to the publication mentioned above.

The same is true for a simple procedure to take the measurement errors into account
in the analysis. We have indicated in Chapter 7 that this can be done relatively simply.
Therefore we are planning to include this option also in the next program we are going
to develop in this context.
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Appendix: The MTMM questions in the ESS

Roundl1 Experiment 1 Media

Questions in the Main questionnaire

A1  TvTot
CARD 1 On an average weekday, how much time, in total, do you
spend watching television? Please use this card to answer.

No time at all

Less than 2 hour

¥ hour to 1 hour

More than 1 hour, up to1%: hours
More than 1% hours, up to 2 hours
More than 2 hours, up to 2% hours
More than 22 hours, up to 3 hours
More than 3 hours

(Don’t know)

ASK ALL
A3 RdTot
STILL CARD 1 On an average weekday, how much time, in total,
do you spend listening to the radio? Use the same card.
No time at all
Less than ¥z hour
¥ hour to 1 hour
More than 1 hour, up to 1% hours
More than 1%z hours, up to 2 hours
More than 2 hours, up to 2% hours
More than 2%z hours, up to 3 hours
More than 3 hours

(Don't know)

ASK ALL
A5 NwspTot
STILL CARD 1 On an average weekday, how much time,
in total, do you spend reading the newspapers? Use this card
again
No time at all
Less than %2 hour
¥ hour to 1 hour
More than 1 hour, up to 1% hours
More than 1% hours, up to 2 hours
More than 2 hours, up to 2% hours
More than 2% hours, up to 3 hours
More than 3 hours

(Don't know)

00

GO TO A3

01
02
03
04
05
06
o7
a8

ASK A2

00

GO TO A5

01
02
03
04
05
06
o7
a8

ASK A4

00

GO TO A7

01
02
03
04
05
06
o7
a8

ASK A6

119



Questions in the supplementary questionnaire: groupl

ALL RESPONDENTS ANSWER

HS1 On an average weekday, how much time, in total, do you spend watching

television®?

WRITE INHOURS: [ | | AND MINUTES: [ ] |

HS2 On an average weekday, how much time, in total, do you spend listening to

the radio®'?

WRITE IN HOURS: | | | AND MINUTES: [ | |

HS83 On an average weekday, how much time, in total, do you spend reading the

newspapers=—?

WRITE IN HOURS: [ | | ANDMINUTES: [ | ]

Questions in the supplementary questionnaire: group2

HS19 On an average weekday, how much time, in total, do you spend watching

television®®? Please tick one box.

No time at all
Very little time
Alittle time
Some time

Quite a lot of time
A lot of time

A great deal of time

HS20 On an average weekday, how much time, in total, do you spend listening to

the radio™?
Please tick one box.

No time at all
Very little time
Alittle time
Some time

Quite a lot of time
A lot of time

A great deal of time

HS21 On an average weekday, how much time, in total, do you spend reading the

newspapers®?
Please tick one box.
No time at all
Very little time
A little time
Some time

Quite a lot of time
A lot of time

A great deal of time

o
[ Joz
oz
[ Jos
[ Jos
[ Jos
[or

[ ot
[ Joz
oz
[ Jos
[ os
[ Jos
[or
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Round1l Experiment 2 Political efficacy

Questions in the Main questionnaire

B2 PolCmpl
CARD 6 How often does politics seem so complicated
that you can't really understand what is going on?
Please use this card.
Never
Seldom
Occasionally
Regularly

Frequently

[T & 3 B O R

(Don’t know)

B3 PolActiv

CARD 7 Do you think that you could take an

active role®in a group involved with political issues?
Please use this card.

Definitely not 1
Probably not
Not sure either way
Probably

Definitely

== R S S I (S ]

(Don’t know)

B4 PolDcs.

CARD 8 How difficult or easy do you find it to make
your mind upT about political issues™? Please use this card.
Very difficult 1
Difficult
Neither difficult nor easy
Easy
Very easy

(== B L ]

(Don’t know)

Questions in the supplementary questionnaire: groupl

Please indicate to what extent you agree or disagree with each of the following

statements.

HS4 “Sometimes politics seems so complicated that | can't really understand what

is going on®."
Please tick one box.
Disagree strongly
Disagree
Neither disagree nor agree

Agree

Agree strongly

HS5 I think | could take an active role in a group involved with political issues®.”

Please tick one box.
Disagree strongly
Disagree
Neither disagree nor agree
Agree

Agree strongly

[
g
E
[
[ s

[
[
E
[
[ s
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HS6 “Ifind it easy to make my mind up about political issues®.”
Please tick one box.
Disagree strongly D1
Disagree |:|2
Neither disagree nor agree |:|3

Agree [ |4

Agree strongly D 3

Questions in the supplementary questionnaire: group2

Please indicate to what extent you agree or disagree with each of the following
statements.

H822 “Sometimes politics seems so complicated that | can't really understand what
is going on**

Please tick one box.
Agree strongly D1

Agree Dz
Meither agree nor disagree Da
Disagree [ |4

Disagree strongly Ds

H$23 “| think | could take an active role in a group involved with political issues*®”
Please tick one box.

Agree strongly D1

Agree |:|2

Meither agree nor disagree |:|3
Disagree |:|4

Disagree strongly Ds

HS24 “|find it easy to make my mind up about political issues®'”
Please tick one box.

Agree strongly D1

Agree Dz

Neither agree nor disagree Da
Disagree | |4

Disagree strongly |:|5
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Roundl Experiment 3 Political orientation

Questions in the Main questionnaire

CARD 16 Using this card, please say to what extent you agree or disagree with each of the following

statements. READ OUT EACH STATEMENT AND CODE IN GRID

Disagree
strongly

Neither
agree
Agree nor
strongly Agree disagree Disagree
B43 The less that government
GinvEco intervenes'® in the economy, 1 2 3 4 5
the better it is for [country]
B44 The government should take
GincDif measures to reduce 1 2 3 4 5
differences in income levels
B45 Employees need strong trade
NeedTrU unions to protect their working 1 2 3 4 5

conditions and wages

Questions in the supplementary questionnaire: groupl

(Don't
know)

8

Please indicate to what extent you agree or disagree with each of the following

statements.

HS816 “The less that government intervenes
in the economy, the better it is for [country]
Please tick one box.

33

Agree strongly

Agree

Neither agree nor disagree
Disagree

Disagree strongly

HS817 “The government should take measures

to reduce differences in income levels™”.

Please tick one box.
Agree strongly
Agree
Neither agree nor disagree
Disagree

Disagree strongly

HS18 “Employees need strong trade unions to
protect their working conditions and wages™.
Please tick one box.
Agree strongly
Agree
Neither agree nor disagree

Disagree

Disagree strongly

[

HE
[l

[
[,

l:‘d
[ s
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Questions in the supplementary questionnaire: group2

HS34 Is it generally good for [country] if government intervenes less in the
economy”'? Please tick one box.
Definitely |1

Probably [ ]2

Not sure either way Da
Probably not [ ]

Definitely not l:ls

HE835 Should the government take measures to reduce differences in income
levels32? Please tick one box.

Definitely | 1
Probably Dz

Not sure either way Da
Probably not DA

Definitely not |_Js

HS36 Do employees need strong trade unions to protect their working conditions
and wages™? Please tick one box.

Definitely [ ]t
Probably Dz

Not sure either way Da
Probably not Dd

Definitely not |_Js
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Roundl Experiment 4 Satisfaction
Questions in the Main questionnaire

B30 StfEco
STILL CARD 13: On the whole how satisfied are you with the present state of the
economy in [country]? Still use this card.

Extremely Extremely
Dissatisfied satisfied (Don’t
know)
00 01 02 03 04 05 06 07 08 09 10 88
B31 StfGov

STILL CARD 13 Now thinking about the [country] governmem”, how satisfied are
you with the way it is doing its job? Still use this card.

Extremely Extremely
Dissatisfied satisfied (Don’t
know)
00 01t 02 03 04 05 06 O7 08 09 10 88
B32 StfDem

STILL CARD 13 And on the whole, how satisfied are you with the way democracy™
works in [country]?  Still use this card.

Extremely Extremely
Dissatisfied satisfied (Don’t
know)
00 01 02 03 04 05 06 07 08 09 10 88

Questions in the supplementary questionnaire: groupl

HS7  On the whole how satisfied are you with the present state of the economy in
[country]*®?
Please tick one box.
Very dissatisfied |:|1
Fairly dissatisfied Dz
Fairly satisfied Da

Very satisfied |:|4

HS8 Now thinking about the [country] government, how satisfied are you with the
way it is doing its job®’?
Please tick one box.
Very dissatisfied D1
Fairly dissatisfied Dz
Fairly satisfied Da

Very satisfied |:|4
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HS9 And on the whole, how satisfied are you with the way democracy works in
[country]zs‘?
Please tick one box.
Very dissatisfied |:|1
Fairly dissatisfied Dz
Fairly satisfied |:|3

Very satisfied DA

Questions in the supplementary questionnaire: group2

HS825 On the whole, how satisfied are you with the present state of the economy in
[country]““? Please tick the box that is closest to your opinion, where 0 means
extremely dissatisfied and 5 means extremely satisfied.

Extremely Extremely
dissatisfied satisfied
0 1 2 3 4 5

[] [] [] ] [] []

HS826 Now thinking about the [country] government, how satisfied are you with the
way it is doing its job**? Please tick one box.

Extremely Extremely
dissatisfied satisfied
0 1 2 3 4 5

[] [] [] ] [] []

HS27 And on the whole, how satisfied are you with the way democracy works in
[country]**? Please tick one box.

Extremely Extremely
dissatisfied satisfied

1 5

0 2 3 4
[] [] [] [] [] []
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Roundl Experiment 5 Social trust

Questions in the Main questionnaire

AB PplITrst
CARD 3: Using this card, generally speaking, would you say that most
people can be trusted, or that you can't be too careful® in dealing with people?
Please tell me on a score of 0 to 10, where 0 means you can't be
too careful and 10 means that most people can be trusted.

Most (Don't
You can’t people know)
be too can be
careful trusted
a0 a1 02 a3 04 05 06 07 08 09 10 a8

A9 PplFair
CARD 4: Using this card, do you think that most people would try to take advantage'1 of
you if they got the chance, or would they try to be fair?

Most people Most people
would try to would try to (Don’t
take advantage be fair know)
of me
00 01 02 03 04 05 06 o7 08 09 10 38
A10* PplHIp

CARD 5: Would you say that most of the time people try to be he\m‘ul5 or
that they are mostly looking out for themselves? Please use this card.

People People
mostly look mostly try
out for to be (Don’t
themselves helpful know)
00 01 02 03 04 05 06 07 08 09 10 38

Questions in the supplementary questionnaire: groupl

HS10 Generally speaking, would you say that most people can be trusted, or that
you can't be too careful in dealing with peoplezg? Please tick the box that is
closest to your opinion, where 0 means you can't be too careful and 5 means
that most people can be trusted.

You can't be Most people
too careful can be trusted
0 1 2 3 4 5

[ [ L O [ [

HS11 Do you think that most people would try to take advantage of you if they got
the chance, or would they try to be fair'®? Please tick one box.

Most people Most people
would try to take would try
advantage of me o be fair

0 1 2 3 4 5

[] [ L [ []

HS12 Would you say that most of the time people try to be helpful or that they are
mostly looking out for themselves®'? Please tick one box.

People mostly People mostly
look out for try to be
themselves helpful

o] 1 4 5

[] [ 0 O ] []
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Questions in the supplementary questionnaire: group2
HS28 Generally speaking, would you say that most people can be trusted, or that
you can't be too careful in dealing with people™? Please tick one box.
You can’t be too careful D 1
Most people can be trusted D 2
H829 Do you think that most people would try to take advantage of you if they got
the chance, or would they try to be fair*®? Please tick one box.
Most people would try to take advantage of me D 1
Most people would try to be fair D 2
HS30 Would you say that most of the time people try to be helpful or that they are
mostly looking out for themselves*’? Please tick one box.
People mostly look out for themselves D 1

People mostly try to be helpful D 2
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Round1 Experiment 6 Political trust

Questions in the Main questionnaire

CARD 11: Using this card, please tell me on a score of 0-10 how much you
personally trust each of the institutions | read out. 0 means you do not trust
an institution at all, and 10 means you have complete trust. Firstly.. READ OUT

No trust Complete (Don't
Atall trust  know)
B7 ... [country]'s ,
TrstPrl parliament? 00 01 02 03 04 05 06 07 08 09 10 88
B8 ... the legal 00 01 02 03 04 05 06 07 08 09 10 88
TrstLgl system?
B9 .. the 0 01 02 03 04 05 06 07 08 09 10 88
TrstPlc DO”CB?

Questions in the supplementary questionnaire: groupl

Please indicate on a score of 0 to 10 how much you personally trust each of
the institutions below. 0 means you do not trust an institution at all, and 10

means you have complete trus

t32

Please tick the box that is closest to your opinion.

No trust Complete
at all trust
HS13 [Cquntry]'s 0 1 2 3 4 5 6 7 8 9 10
emet O 0000000 O0O0O
HS14 The legal 0 1 2 3 4 5 6 7 8 9 10
e OO0 O00O000o00oond
HS15 The police 0 1 2 3 4 5 6 7 8 9 10

ooy nonnn

Questions in the supplementary questionnaire: group2

HS31

HS32

HS33

Please say on a scale of 0 to 10 how much you trust [country]’s parliament.
If you have no trust at all give a score of 0. If you have complete frust, give a
score of 10. The more you trust the parliament, the higher the score should

be43
Your score: D:‘

Please say on a scale of 0 to 10 how much you trust the legal system. If you
have no trust at all give a score of 0. If you have complete trust, give a score
of 10. The more you trust the legal system, the higher the score should be*:.

Your score: D:‘

Please say on a scale of 0 to 10 how much you trust the police. If you have
no trust at all give a score of 0. If you have complete trust, give a score of 10.
The more you trust the police, the higher the score should be®.

Your score: Dj
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Round 2 Experiment 1 Work in the house
Questions in the Main questionnaire

G22 CARD 64 I'd now like to talk about housework, as described on the card. By housework,
we mean things done around the home, such as cooking, washing, cleaning, care of
clothes, shopping, maintenance of property, but not including childcare and leisure
activities. On a typical weekday about how many hours, in total, do people in your
household spend on housework for your home?

NOTE TO INTERVIEWER: CODE TO NEAREST HOUR. ACCEPT ESTIMATE.

WRITE IN: Dj

(Don't know) fats]
G23 CARD 65 And about how much of this time do you spend yourself? Please use this card.

None or almost none 01

Up to a quarter of the time (1

More than a quarter, up to a half of the time 03
More than a half, up to three quarters of the time 04
More than three quarters, less than all of the time 05
All or nearly all of the time 06

(Don't know) a8

G24 STILL CARD 65 And about how much of this time does your husband/wife/partner spend
on housework?
Please use this card.

None or almost none 01

Up to a quarter of the time 02

More than a quarter, up to a half of the time 03
More than a half, up to three quarters of the time 04
More than three quarters, less than all of the time 05
All or nearly all of the time 06

(Don’t know) 88

Questions in the supplementary questionnaire: groupl

522  We'd now like to ask you about housework
By housework, we mean things done around the home, such as cooking, washing,
cleaning, care of clothes, shopping, maintenance of property, but not including
childcare, looking after other people and leisure activities. On a typical weekday

about how many hours, in total, do people in your household spend on housework for
your home?

WRITE INHOURS: [ | |

53"  And about how many hours of these hours do you spend yourself?

WRITE IN HOURS: [ [ |

i842 And about how many does your husband / wife / partner spend?

WRITE IN HOURS: | [ |
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Questions in the supplementary questionnaire: group2

is15°

iS16%

is17%*

We'd now like to ask you about housework

By housework, we mean things done around the home, such as cooking, washing,

cleaning, care of clothes, shopping, maintenance of property, but not including
childcare, looking after other people and leisure activities. On a typical weekday
about how many hours, in total, do people in your household spend on housework
for your home?

WRHEINHOURS:[][]

And what percentage of this time do you spend yourself? 0% means ‘absolutely
none’ and 100% means ‘absolutely all’.

WRITE IN PERCENTAGE: | | ]

And what percentage of this time does you husband / wife / partner spend? 0%
means ‘absolutely none’” and 100% means ‘absolutely all’.

WRITE IN PERCENTAGE: [ [ ]
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Round 2 Experiment 2 Contact with doctor

Questions in the Main questionnaire

CARD 31 Using this card, please indicate how often you think the following applies to doctors in

general:

Never or Some
almost of the

never time
D25 Doctors keep the whole 1 5
truth*' from their patients.
D26 GPs™ treat their patients 1 5

as their equals.

D27 Before doctors decide
on a treatment, they discuss 1 2
it with their patient.

About Most  Always or

half of of the
the time time
3 4
3 4
3 4

Questions in the supplementary questionnaire: groupl

ALL

Please indicate how much you agree or disagree with each of the following statements

about doctors in general.

iS6% *“Doctors rarely keep the whole truth from their patients”

Please tick one box.

Agree strongly

Agree

Neither disagree nor agree

Disagree

Disagree strongly

iS62* “GPs rarely treat their patients as their equals”

Please tick one box.

Agree strongly

Agree

Neither disagree nor agree

Disagree

Disagree strongly

almost
always

5

(Don't
know)

8

iS7% “Before doctors decide on a treatment, they rarely discuss it with their patient .”

Please tick one box.

Agree strongly

Agree

Neither disagree nor agree

Disagree

Disagree strongly

[ ]
D?_
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Questions in the supplementary questionnaire: group2

Please indicate how much you agree or disagree with each of the

following statements about doctors in general.
i828% “Doctors usually keep the whole truth from their patients”
Please tick one box.
Agree strongly
Agree
Meither disagree nor agree
Disagree
Disagree strongly
i529% “GPs usually treat their patients as their equals”
Please tick one box.
Agree strongly
Agree
Meither disagree nor agree
Disagree
Disagree strangly
i$30%* “Before doctors decide on a treatment, they usually
discuss it with their patient.”
Please tick one box.
Agree strongly
Agree
Meither disagree nor agree
Disagree

Disagree strongly

[ 1
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Round 2 Experiment 3 Job evaluation

Questions in the Main questionnaire

CARD 73 Using this card, please tell me how true each of the following statements is about your
current job.

Mot at A little Qluite Wery true (Don't

all true true true know)
G64 There is a lot of variety in 1 2 3 4 8
my work
G66 My job is secure™ 1 2 3 4 8
G70 My health or safety is at 1 2 3 4 8

risk because of my work._

Questions in the supplementary questionnaire: groupl

iS19%' The next 3 questions are about your current job Please choose one of the following
to describe how varied your work is
Please tick one box.

Mot at all varied |:|1
Alittle varied | ]
Quite varied D3

Very varied |:|4

iS20% Please choose one of the following to describe how secure your job is.
Please tick one box.
Mot at all secure D1
A little secure Dz
Cluite secure |:|3

Very secure | 4

i521% Please choose one of the following to say how much, if at all, your work puts your
health and safety at risk.
Please tick one box.

Not at all at risk D1
Alittle atrisk [ ]2
Quite a lot at risk |:|3

Very much atrisk [ |4
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Questions in the supplementary questionnaire: group2

i$32% Please indicate, on a scale of 0 to 10, how varied your work is, where 0 is not
at all vaned and 10 1s very varied.
Please tick the box that is closest to your opinion

Not at Very
all varied varied
0 1 2 3 4 5 6 7 8 9 10
i$33% Now please indicate, on a scale of 0 to 10, how secure your job is, where 0 is
not at all secure and 10 is very secure.
Please tick the box that is closest to your opinion
Not at Very
all secure secure
0 1 2 3 4 5 6 7 8 9 10
i834% Please indicate, on a scale of 0 to 10, how much your health and safety is at
risk from your work, where 0 is not at all at risk and 10 is very much at risk.
Please tick the box that is closest to your opinion
Not at Very much
all at risk at risk
10

000 0000 o000
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Round 2 Experiment 4 Role of woman

Questions in the Main questionnaire

CARD 59 | am now going to read out some statements about men and women and their place®' in
the family. Using this card, please tell me how much you agree or disagree with the following

statements.
Agree  Agree  Neither Disagree Disagree  (Don't
strongly agree nor strongly know)
disagree
G6 A woman should be 1 2 3 4 5 8
prepared to cut down on
her paid work for the sake
of her family. *
G7 Men should take as much 1 2 3 4 ] 8
responsibility as women for
the home and children.
G8 When jobs are scarce, 1 2 3 4 3 8

men should have more
rightE‘3 to a job than

Questions in the supplementary questionnaire: groupl

Please indicate how much you agree or disagree with each of the following statements
about men and women and their place in the family.

i$8% “A women should not have to cut down on her paid work for the sake of her family.”
Please tick one box.
Agree strongly [ 1

Agree Dz
Meither disagree nor agree DS
Disagree Dd

Disagree strongly DS

i89% “Women should take more responsibility for the home and children than men.”
Please tick one box.
Agree strongly D 1

Agree |:| 2

Meither disagree nor agree D 3

Disagree D 4

Disagree strongly [ ] 5

iS10% “when jobs are scarce, women should have the same right to a job as men ™
Please tick one box.
Agree strongly D 1

Agree |:| 2

MNeither disagree nor agree D 3

Disagree D 4

Disagree strongly [ | 5
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Questions in the supplementary questionnaire: group2

ALL

i522°" |f you had to choose between the following options which would you prefer? Please show

how close your opinion is to the statements below by choosing a number between
1and 5.

Please tick one box.

A woman should be
prepared to cut
down on her paid 1
work for the sake of
her family D

A woman should
not have to cut
down on her paid

D D D D work for the sake

of her family

[a¥]
w
s
(%]

i823% I you had to choose between the following options which would you prefer? Please show

how close your opinion Is to the statements below by choosing a number between
1and 5.

Please tick one box.

Men should take as Women should take

much responsibility 1 2 3 4 5 more responsibility for
as women for the the home and
home and children I:l D I:‘ I:l I:l

children than men

1524 If you had to choose between the following options which would you prefer? Please show

how close your opinion is to the statements below by choosing a number between
1and5.

Please tick one box.

When jobs are

When jobs are
scarce, men should 1 2 3 4 5

scarce, women

have more right to a should have the same
job than women D D D D D right to a job as men
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Round 2 Experiment 5 Satisfaction with the government
Questions in the Main questionnaire

B25 STILL CARD 10: On the whole how satisfied are you with the present state of the
economy in [country]? Still use this card.

Extremely Extremely (Don’t
dissatisfied satisfied know)
00 01 02 03 04 05 06 07 08 09 10 88

B26 STILL CARD 10 Now thinking about the [country] government', how satisfied are
you with the way it is doing its job? Still use this card

Extremely Extremely
dissatisfied satisfied (Don’t
know)
00 01 02 03 04 05 06 07 08 09 10 88

B27 STILL CARD 10 And on the whole, how satisfied are you with the way demcmrac).f15
works in [country]?  Still use this card.

Extremely Extremely
dissatisfied satisfied (Don’t
know)
00 01 02 03 04 05 06 07 08 09 10 88

Questions in the supplementary questionnaire: groupl

i811% On the whole how satisfied are you with the present state of the economy in
[country]?
Please tick the box that is closest to your opinion.

Extremely Neither Extremely
dissatisfied satisfied nor satisfied
dissatisfied

10

i812* Now thinking about the [country] government, how satisfied are you with the way it is
doing its job?
Please tick the box that is closest to your opinion.

Extremely Neither Extremely
dissatisfied satisfied nor satisfied
dissatisfied

10

c 1+ 2 3 4 5 6 7T 8 9
O o o oo o oo

i$13*" And on the whole, how satisfied are you with the way democracy works in [country]?
Please tick the box that is closest to your opinion.

Extremely Neither Extremely
dissatisfied satisfied nor satisfied
dissatisfied

10

c 1+ 2 3 4 5 6 7T 8 9
o o o oo oo oo o
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Questions in the supplementary questionnaire: group2

i835% On the whole how satisfied are you with the present state of the economy in
[country]?
Please tick the box that is closest to your opinion.

Very Very
dissatisfied satisfied
10

o 1t+r 2 3 4 5 6 7T 8 9
e ey e O 0 O A B

i836% Now thinking about the [country] government, how satisfied are you with the
way it is doing its job?
Please tick the box that is closest to your opinion.

Very Very
dissatisfied satisfied
D 1 2 3 4 5 6 7 8 9 10

iS37°° And on the whole, how satisfied are you with the way democracy works in
[country]?
Please tick the box that is closest to your opinion.
Very Very
dissatisfied satisfied
10

o 1t 2 3 4 5 6 7T &8 9
o o o oo oo ot
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Round 2 Experiment 6 Political trust

Questions in the Main questionnaire

CARD 8: Using this card, please tell me on a score of 0-10 how much you
personally trust each of the institutions | read out. 0 means you do not trust

an institution at all, and 10 means you have complete trust. Firstly.. READ OUT...

No trust
at all
B4 ... [country]'s ’
parliament? o0 o1 oz
BS ... the legal 00 01 02
system?
B7

... politicians? 00 01 02

03

03

03

04

04

04

Questions in the supplementary questionnaire:

05 06 07 08
05 06 07 08

05 06 o0OF 08

groupl

Complete (Don’t

trust  know)
09 10 a8
09 10 88
09 10 88

Please indicate on a scale of 0 to 10 how much you personally trust each of the
institutions below. 0 means you do not trust an institution at all, and 10 means you have

complete trust.

Please tick the box that is closest to your opinion.

No trust
at all
825" [County]s O 1 2 3
parliament
i526%" The legal o 1 2 3
system
i827% politicians o 1 2 3

4

4

4

5

5

5

6 7 8 9

oot ogd

6 7 8 9

Do dnoonodgd

6 7 8 9

oo ddondnd

Questions in the supplementary questionnaire: group2

Complete
trust

Please indicate on a scale of 0 to 10 how much you personally trust each of the
institutions below. 0 means you do not trust an institution at all, and 10 means

you have complete trust.

Please tick the box that is closest to your opinion.

No trust Complete

at all trust

i538% [County)s 0 1 2 3 4 5 6 7 8 9 10
pariament T [ [ [ [0 100 0 [0 1 [

iS39%2  The legal 0 1 2 3 4 5 6 7 8 g9 10

t
sysiem OO0 0do0Odnnonodnd
i$40% Politicians o 1 2 3 4 5 6 7 B8 9 10

oooo0ooo0oon
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Round 3 Experiment 1 Well being

Questions in the Main questionnaire

CARD 39 Using this card, please say to what extent you agree or disagree with each of the following

statements.
Neither
Agree Agree  agree nor Disagree Disagree (Don’t
strongly disagree strongly know)
E40 | generally feel that what | do in
my life is valuable and
worthwhile™ 1 ? 3 4 a 8
E43 There are people in my life who
really care about me 1 2 3 4 5 8
E45 I feel close to® the people in my
local area 1 2 3 4 5 8
Questions in the supplementary questionnaire: groupl
Next some questions about how you feel about yourself and your life.
Please read each question and tick the box on each line that shows how much you agree or
disagree with each statement.
Neither
Agree agree nor Disagree
strongly Agree disagree Disagree strongly

HS10%

HS11%

Hs12%

| generally feel that what | do in my
life is valuable and worthwhile. D l D2

There are people in my life who
really care about me. D I D !

| feel close to the people in my ; s
local area. |:| |:|

Questions in the supplementary questionnaire:

Please indicate to what extent you agree or disagree with each

[ O e
[ L []-
L O []-

group 2

of the following statements

H$22% | generally feel that what | do in my life is valuable and worthwhile.’

Please tick one box.
Agree strongly

Agree
Neither disagree nor agree
Disagree
Disagree strongly
Hs23% There are people in my life who really care about me.’
Please tick one box.
Agree strongly
Agree
Neither disagree nor agree
Disagree
Disagree strongly
HS24% | feel close to the people in my local area.’
Please tick one box.
Agree strongly
Agree
Neither disagree nor agree
Disagree

Disagree strongly

[ ]
|:|2
s

[ s
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Questions in the supplementary questionnaire: group3

Please indicate the extent to which you agree or disagree with the following statements.

HS34® | generally feel that what | do in my life is valuable and worthwhile’.
FPlease tick one box.

Disagree Agree
strongly strongly
’ 02 05 06 07

01 03 04
N T O A e B A O

HS35% ‘There are people in my life who really care about me’
Please tick one box.

Disagree Agree
strongly strongly
1 02 03 04 05 06 07

01
N T O A e B A O

H536% | feel close to the people in my local area’.
Please tick one box.

Disagree Agree
strongly strongly
1 02

01 03 04 05 06 o7
[ s e D O
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Round 3 Experiment 2 Consequences of immigration

Questions in the Main questionnaire

B38 CARD 15 Would you say it is generally bad or good for
[country]'s economy that people come to live here from
other countries? Please use this card.

Bad
for the
economy

00 01 02 03 04 05 06 07 08 09

B39 CARD 16 And, using this card, would you say that [country]'s
cultural life is generally undermined or enriched by people
coming to live here from other countries?

Cultural
life
undermined

00 01 02 03 04 05 06 07 08 09

B40 CARD 17 Is [country] made a worse or a better place to live by

Good
for the (Don’t
economy know)
10 88
Cultural
life (Don't
enriched know)
10 88

people coming to live here from other countries? Please use this card.

Worse
place
to live

00 01 02 03 04 05 06 07 08 09

Better

place (Don’t

to live know)
10 88

Questions in the supplementary questionnaire: groupl

HS4% Itis generally bad for [country’s]
economy that people come to live
here from other countries L] ! L] 2

HS5%  [Country’s ] cultural life is generally

undermined by people coming to
live here from other countries D ! |:| 2

HS6% [Country] is made a worse place to

live by people coming to live here
from other countries ] ! ] 2

I:‘a D: |:|5
I:‘a D: |:|5

l:ls I:la |:|5
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Questions in the supplementary questionnaire: group2

HS16%*¢ How much do you agree or disagree that it is generally bad for [Country] 's economy that
pecple come to live here frem other countries?
Please tick one box.

Disagree Agree
strongly strongly
0 1 2 3 4 5 5} 7 8 9 10
HS17°° And how much do you agree or disagree that [Country] s cultural life is
generally undermined by people coming to live here from other countries?
Please tick one box.
Disagree Agree
strongly strongly
o} 10

T 23 4 5 & 7 8 9
(e e N e e e e

HS18%*How much do you agree or disagree that [Country] is made a worse place to live by
people coming here from other countries?
Please tick one box.

Disagree Agree
strongly strongly

0

T 2 3 4 5 & 7 8 9
(e e N e e e e

10

Questions in the supplementary questionnaire: group3

|528%

|s29%8

1830%

Now some questions about people from other countries coming to live in [country].
Please read each question and tick the box on each line that shows how much you agree
or disagree with each of the following statements.

Disagree Agree
strongly strongly

It is generally bad for

[country’'s] economy that

comysleconomy et ], [ (o Ho Dw e O
from other countries

[Country’s ] cultural life is

generally undermined by

generaly wderminedty [, [N (o [u o (e 0o
from other countries

[Country] is made a worse

place to live by people

coming to live here from D o I:I:E D” D:“ I:I 0s I:IDB D or
other countries
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Round 3 Experiment 3 Allowing more immigrants

Questions in the Main questionnaire

Now some questions about people from other countries coming to live in [country].

B35 CARD 14 Now, using this card, to what extent do you think [country] should® allow people of the
same race or ethnic group as most [country’s] people to come and live here'®?
Allow many to come and live here 1
Allow some 2
Allow a few 3
Allow none 4
(Don't know) 8
B36 STILL CARD 14 How about people of a different race
or ethnic group from most [country] people? Still use this card.
Allow many to come and live here 1
Allow some 2
Allow a few 3
Allow none 4
(Don’t know) 8
B37 STILL CARD 14 How about people from the poorer
countries outside Europe? Use the same card
Allow many to come and live here 1
Allow some 2
Allow a few 3
Allow none 4
(Don't know) a8

Questions in the supplementary questionnaire: groupl

Now some questions about people from other countries coming to live in
[country]. Please read each question and tick the box on each line that shows how
much you agree or disagree with each statement.

HS1% [Country] should allow more people
of the same race or ethnic group as
most [country's] people to come

and live here

HS22'  [Country] should allow more people
of a different race or ethnic group
from most [country’s] people to
come and live here

HS3% [Country] should allow more people
from the poorer countries outside

Europe to come and live here

Neither
Agree agree nor Disagree
strongly Agree disagree Disagree strongly

[T,

L],

L],

1. I (]

L],
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Questions in the supplementary questionnaire: group 2

Now some questions about people from other countries coming to live in [country].

Hs13% To what extent do you
think [country] should allow people of the same race or ethnic group as maost [country’s]
people to come and live here?

Please tick one box.

[country’s] policy should be to...

Allow many to come and live here D1

Allow some [ ]2

Allow a few DS

Allow none [ 4

HS14%*How about people of a different race or ethnic group from most [country] people?
Please tick one box.

[country’s] policy should be to...

Allow many to come and live here |:|1

Allow some [ |2

Allow a few |:|3

Allow none |4

HS15%How about people from the poorer countries outside Europe?
Please tick one box.

[country’s] policy should be to...

Allow many to come and live here |:|1
Allow some |:|?_

Allow a few D3

Allow none |:|4

Questions in the supplementary questionnaire: group3

Now some questions about people from other countries coming to live in [country].
Please read each question and tick the box on each line that shows how much you agree
or disagree with each of the following statements.

Disagree Agree
strongly strongly

1$25%  [Country] should allow more

people of the same race or D o |:|~~ D~3 |:|ﬂ‘1 I:l o DDS D or

ethnic group as most
[country 's] people to come
and live here

1S26%  [Country] should allow more
people of a different race or D
ethnic group from most
[country 's] people to come
and live here

01 l:‘:E |:| 03 l:‘ 04 l:‘ 05 l:‘ 08 |:| o7

1827%  [Country] should allow more
people from the poorer D
countries outside Europe to
come and live here

01 I:‘:: |:| 02 l:‘ 04 l:‘ 05 l:‘ 08 |:| o7
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Round 3 Experiment 4 Learn new things

Questions in the Main questionnaire

CARD 35 Using this card, please tell me to what extent you agree or disagree with each
of the following statements. READ OUT EACH STATEMENT AND CODE IN GRID
Neither

Agree agree nor Disagree (Don't
strongly Agree  disagree Disagree strongly know)

E26 | love learning new things 1 2 3 4 5 8

E27 Most days | feel a sense of 1 2 3 4 5 8
accomplishment from what | do.

E28 | like planning and preparing for 1 2 3 4 5 8
the future

Questions in the supplementary questionnaire: groupl

Next some questions about how you feel about yourself and your life.

Please read each question and tick the box on each line that shows how much you agree or
disagree with each statement.

Neither
Agree agree nor Disagree
strongly Agree disagree Disagree strongly

He728 | love learning new things. D ) D 5 D3 D 4 D 5
Hs82" Most days | feel a sense of E []- E [ [ ]o

accomplishment from what | do.

Hs9%® 1 like planning and preparing for the mE e mE []- []s

future.
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Questions in the supplementary questionnaire: group2
And now some questions about how you feel about yourself and your life. Please indicate
to what extent each of the following statements applies to you.

HS19%” ‘I love learning new things’
Please tick one box.

Not at Very
all much

1 2 3 4 5 6 7 8 9 10

0
N T s Y e A s I B O

HS20°%® ‘Most days | feel a sense of accomplishment from what | do’
Please tick one box.

Not at Very
all much

e
[]
[]

o 1 2 3 4 5 & T
N e Y O e A

HS21°%® ‘| like planning and preparing for the future’
Please tick one box.

Not at Very
all much
10

5 6 7
I U e A B O A

(=]
[{=]

(o
-
[
o
[ =

Questions in the supplementary questionnaire: group3

And now some questions about how you feel about yourself and your life. Please indicate
the extent to which you agree or disagree with each of the following statements.

HS31% | love learning new things.’
Please tick one box.

Disagree Agree
Strongly Strongly
9 10

t 2z 3 4 5 6 7
N Y e Y 0 e B O

[==]

HS32% ‘Most days | feel a sense of accomplishment from what | do’
Please tick one box.

Disagree Agree
Strongly Strongly
6 7 8 9 10

r 2z 3 4 5
I e Y Y O e O O O

HS33% {like planning and preparing for the future’.
Please tick one box.

Disagree Agree
strongly strongly

10

9
[]

e
-
s
e
-
[
[]
[]
[]
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