
Machine learning for social sciences  

 

Week 3 (Regular course) 

Duration: 12 hours/3 days  

 

Course Description  

This course provides an introduction to supervised statistical learning techniques such as 

decision trees, random forests and boosting and discusses their potential application in 

the social sciences. These methods focus on predicting an outcome Y based on some 

learned function f(X) and therefore facilitate new research perspectives in comparison 

with traditional regression models, which primarily focus on causation. Predictive 

methods also provide a valuable extension to the empirical social scientists’ toolkit as 

new (high dimensional) data sources become more prominent. In addition to introducing 

supervised learning methods, the course will include practical sessions to exemplify how 

to tune and evaluate prediction models using the statistical programming language R. The 

course aims to illustrate the covered concepts and methods from a social science 

perspective by discussing typical applications and social science research problems that 

may benefit from machine learning tools.  

 

Prerequisites  

It is assumed that students have solid knowledge of basic statistics, including linear and 

logistic regression. Familiarity with the statistical programming language R is 

recommended but not strictly necessary. Students may work through one or more R 

tutorials prior to the first class meeting. Some resources can be found here: 

https://rstudio.cloud/learn/primers  

 

Course Objectives  

At the completion of this course, students will have a profound understanding of tree-

based prediction methods and the machine learning perspective on statistical modeling. 

Students will learn the computational skills to apply and evaluate these methods using R.  
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