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Introduction

• Images as a new data source collected through surveys have gained relevance during the last 
years.

• They have the potential to decrease the respondents’ burden, increase the data 
accuracy and quality, and provide new insights compared to conventional survey 
questions (Revilla, 2022).

• However, little has been said on how to implement the collection of images in the 
frame of web surveys, and on the main considerations that researchers should keep in mind 
when doing so. 

• We provide guidelines that practitioners can follow before, during, and after the 
images’ collection, in order to get the best of this type of data.



Our proposal to plan, collect, and analyze images:
An eight-step process



The eight-step process to plan, collect, and analyze images in the 
frame of web surveys

This process is not necessarily linear
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Items → the information of interest present in the image.

Step 1: Operationalization
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Items → the information of interest present in the image.

Objects

Scenes

Photo by Davey Gravy in Unsplash

Scene:
Friends meeting, celebration, dinner.

Step 1: Operationalization
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https://unsplash.com/es/@davey_gravy?utm_content=creditCopyText&utm_medium=referral&utm_source=unsplash
https://unsplash.com/es/fotos/persona-con-copa-de-vino-transparente-DmO662qvWO8?utm_content=creditCopyText&utm_medium=referral&utm_source=unsplash


Items → the information of interest present in the image.

Step 1: Operationalization
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Items → the information of interest present in the image.

Step 1: Operationalization
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Items → the information of interest present in the image.

Step 1: Operationalization

Objects

Scenes

Text

Type of document:
Receipt

More complex 
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Step 1: Operationalization
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• Definition of the type(s) of item to be classified.

• Categories and/or attributes

• Delimitation of the item(s) to be classified. 

• Some or all items in the image.

Ohme et al. (2020)



Step 2: Definition of the labels
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• Think about the exact labels to be used → definition of the response scale.

Pataki et al. (2021)



Step 3: Choice of the classification method(s)
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Features of the 
tasks

Resources
Overall data 

quality

Total number of 
images

Human resources Accuracy

Total number of 
labels

Infrastructure Consistency

Kind of labels Budget Data protection

Recurrence of the 
study

Time Transparency

Availability of 
images

Factors for choosing the classification model

Human classification
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New algorithm 
developed 
externally

New algorithm 
developed 
internally
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• More than one method can be chosen
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• If more

420 times 
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(Bosch et al., 

2019)
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• Human resources
– Manual classification: training of classifiers.

– External algorithm: one person to check labels and 
one with technical knowledge.

– Internal algorithm: highly specialized profile.

• Infrastructure
– In absence of proper hardware.

• Cost
– Low budget

– Frequency of use will be an important factor 

• Availability of images
– If images to train a new model are not 

available
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Step 4: Collection of the images
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• Main considerations

- Getting respondents’ consent to collect, analyze, archive and potentially share the 
images (when applicable)

- Presenting images collected to respondents to check if they are good enough for the 
classification.

- Processing sensitive data and metadata.

- Size of the files during the collection.

- Storage of images (safety criteria and files’ size).

- ID to relate to each participant

- Tools to collect the images are necessary



Step 4: Collection of the images
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• Already available tools: WebdataVisual (Revilla et al., 2022)

More information available at https://www.upf.edu/web/webdataopp/tools 

https://www.upf.edu/web/webdataopp/tools


Step 5: Images enhancement and revision
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• Images enhancement → improvements in terms of lightning, sharpness, 
cropping…

– When enhancement is not enough: discarding or re-collecting images

• Ethical considerations → blinding conflictive elements.

– Revision by the ethical advisor and/or fieldwork company



Step 6: Classification
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• There are different tasks depending on the method(s) chosen:

• Classification guidelines
• Training of classifiers
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• There are different tasks depending on the method(s) chosen:

Human 
classification

Already 
existing 

algorithm

New algorithm 
developed 
externally

New algorithm 
developed 
internally

• Classification guidelines
• Training of classifiers

• Check the labels provided, and test the algorithm
• Upload images to the API or run the code
• Agree specificities of the dataset

• Definition of the requirements and performance goals
• Development of guidelines for the algorithm’s parameters
• Potentially: provide images for training

• Have (or train) specialized programmers
• Guarantee physical infrastructure
• Provide images for training



Step 7: Verification of the classification outcomes
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• Within each method

- Human classification: swapping images between classifiers.

- Automatic models: manual verification.

Suggestions: swap at least 30 images to check accuracy, an acceptable threshold starts 
at 80% of accuracy (Zhang et al., 2022)

• If using more than one method 

- Contrast results between them.

• Checking with participants

- Participants can access the labels and see if they are correctly classified.

- Example: “cleansing gel” in a receipt.



Step 8: Analyses
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• Researchers can perform different kinds of analyses, such as: 

– univariate analyses, 

– looking at the frequencies of each label, 

– the number of labels per image, 

– and other indicators that might help answering their research questions. 

• The classified information can be crossed with information from any other 
variables included in the survey or that are provided by the fieldwork 
company (e.g., participants’ profiling information).

• Overall, the analyses that can be performed with the labels are very similar to 
those made with the codes of open-ended questions.



Summary and conclusions

• When researchers are to collect images through an online survey, they can follow the eight 
steps proposed.

• The process might not be linear: it might require going back and forth across these 
steps. 

• There is a non-negligible risk of things going wrong: respondents unable to send 
images or misunderstanding the request, losing the images due to storage problems, or 
obtaining biased results when pre-trained algorithms with inaccurate datasets. 

• Thus, researchers should carefully weigh the pros and cons before deciding to 
collect images.

• Overall, working with images collected through online surveys is a demanding task, but it 
might be worthwhile when images provide new and/or better insights, and 
improve the respondents’ experience. 



Thanks!

PATRICIA A. IGLESIAS| Research and Expertise Centre for Survey Methodology, Universitat Pompeu Fabra

patricia.iglesias@upf.edu

https://www.upf.edu/web/webdataopp

mailto:Patricia.iglesias@upf.edu
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