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ε-greedy
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● We adapt ε-greedy to our AP 
selection problem

● Each STA has an ε-greedy 
agent

● Each AP in range is an arm for 
the agent

● We use the throughput 
achieved as a reward



Machine Learning for Networking

Using ε-greedy

● We create a topology and use the default 
association 

○ STAs select AP based on higher RSSI
● Note APs 3, 4 and 5
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Using ε-greedy

● We then use ε-greedy to select a new 
AP every time interval t

● For every time interval, the STA selects 
a new AP based on its own metrics

● We then recalculate the network 
performance with the new configuration

● Then we select a new AP once again
● After 240 intervals we achieve this 

result
● Now APs 3, 4 and 5 have STAs 

associated, and other APs relieve heavy 
areas like that of AP 6
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Using ε-greedy

● SSF = Strongest Signal First
● ε-greedy keeps learning and 

obtains better throughput over 
time

● Since the first decisions are 
made without data, initially we 
can expect randomness (in this 
case a worse performance)

5



Machine Learning for Networking

Using ε-greedy

● Satisfaction is binary
○ 1 if STA gets all its load
○ 0 otherwise

● A higher throughput does not 
necessarily mean higher 
satisfaction

● We use throughput as a reward, 
so it takes precedence
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Using ε-greedy

● Iteration 1 is using strongest signal 
association, others use ε-greedy

● The range of the throughput 
decreases over time

● But median and minimum increase

7



Machine Learning for Networking

Scenarios matter
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16 APs, 100 STAs, 4 Mbps 16 APs, 24 STAs, 4 Mbps
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Scenarios matter
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16 APs, 100 STAs, 1.5 Mbps 4 APs, 30 STAs, 4 Mbps
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Scenarios matter
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32 APs, 100 STAs, 4 Mbps, e = 0.1 32 APs, 100 STAs, 4 Mbps, e = 0.02
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Tuning the algorithm

● Some cases can be improved by changing the epsilon parameter
● Some cases can be so unbalanced that exploring only makes it worse 

(Strongest Signal can be the best solution)
● Sometimes there is nothing to improve, so exploring just wastes time
● Sometimes we find a solution in iteration 100 that is better than the one on 

iteration 240
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Lab 2
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Lab 3

● Lab 1 and Lab 2 give you (up to) 6 points
● Lab 3 is worth 4 points
● For lab 3 you will have to implement your own solution to the AP selection 

problem
● You can use a different MAB (Thompson sampling, UCB…)
● You can modify ε-greedy to improve its performance
● You can create a heuristic outside of ML
● You will be graded mainly on your idea, performance is not as important
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The code

● You only need to look at 3 files:
○ Main.m
○ nodeLoad.m
○ epsilon_greedy.m

● New things in main:
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The code

15

You can get smoother curves on 
your results if you use multiple 
scenarios

There is a relationship between 
APs, STAs and ThrReq

239 iterations of greedy decisions + 
first association based on RSSI = 240
This changes the behaviour of ε-greedy
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The code (main)
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Main loop in which we 
calculate the network 
performance (nodeload) and 
then apply ε-greedy

We check one last time 
after the last decision!
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The code (ε-greedy)
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● STA(i).associated_AP stores new AP
● If two APs have max reward, we 

select one at random
● The STA structure is the only thing 

that is needed
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The code (nodeLoad)
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The code (nodeLoad)
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If the STA gets all its load, our reward for this slot is 1

If the STA does not get all its load, 
our reward is the proportion of 
throughput/load that arrives
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The code (nodeLoad)
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The reward used by the algorithm is the average of all the slots
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Vectors
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This vector stores the instantaneous reward, meaning the reward obtained for every particular case in 
which an AP is selected, so the eighth time we took AP 12, we obtained 0.7
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Vectors
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The average reward for AP 12 is 0.7091

We selected AP 12 216 times


