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Contents
● The adaptive routing problem in multi-path transport protocols
● Non-stationary environments
● Multi-armed Bandits

– Exp3 → MAB for non-stationary cases / adversarial
● Contextual Multi-armed Bandits
● Definition of an state

– State = set of characteristics / parameters that define a situation
– The same environment can be represented in different ways using states



Exp3 
● Gamma → trade-off between 

exploring and exploiting
● Exponential weights → try to 

promote good arms, specially if 
they were unlikely to be selected 

● Note that xj(t)/pj(t) is higher if it 
comes from an arm with previously 
low probability!

● It is a conservative algorithm, that 
instead of finding the best arm, it 
tries to avoid the worse ones.

(image from Wikipedia)



Code Exp3



Example Exp3

This is certainly not a good case for Exp3!
It explores too much as there are good (not the best) actions that are promoted just in case



Adding Contexts
● In our adaptive routing problem, the ‘network’ can be in two different states:

– State 1 (normal): a1=0.1; b1=0.2; a2=0.2, b2=0.4;
– State 2 (busy-hour): a1=0.5; b1=0.7; a2=0.2, b2=0.4;

● If we know in which state we are (normal or busy-hour), can we use that information 
to improve the network performance?
– Yes, just use a different MAB, or the same but take different actions in each state, 

switching between them when the environment changes from one state to another.
● Challenge: how to know in which state the environment is?

– What about an external source of data? Why do you check the weather before 
planning a trip? To know the state of the environment, and so take the best actions.

– ML + Big Data is about that, combining multiple sources of information.

Do you take the same actions (route) when moving in 
BCN when it is sunny or raining?



https://arxiv.org/pdf/1505.03662.pdf



Adding contexts
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Transition probabilities

● We can have different 
algorithms (TS, UCB) in each 
‘state’.

● We can have different 
parameters (i.e., exploration 
rate), etc.



Epsilon-greedy 
with contexts





We do nothing...



RESET Q-table REUSE

We detect a change of the context



Activity
● Download Example8.zip
● Update how the exploration is done: set Epsilon to 1, and try different values 

of Delta when there is a context change. Is it a good strategy? 
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