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Note

● Network interfaces have usually buffers of size larger than 100 
packets.

● We need to find close-form expressions where the buffer size is 
a parameter.



Model of a network interface: M/M/1/K

● Buffer + 1 transmitter
● Poisson packet arrivals, Exponentially distributed packet sizes
● Markov process: number of packets in the network interface
● Performance metrics:

– Packet losses (buffer overflow)
– Delay (total, in the buffer)

K packets

λ packets/second μ packets/second



M/M/1/K

Local Balance Equations Equilibrium distribution



M/M/1/K – Performance metrics

Blocking Probability

Delay



M/M/1/K – Performance metrics



Model of a network interface: M/M/1

● Buffer (infinite) + 1 transmitter
● Poisson packet arrivals, Exponentially distributed packet sizes
● Markov process: number of packets in the network interface
● Performance metrics:

– Delay (total, in the buffer)
– There are no packet losses!

oo packets

λ packets/second μ packets/second



M/M/1

Equilibrium distributionLocal Balance Equations

The system must be stable! a<1



M/M/1 – Performance metrics

Blocking Probability Pb=0

Delay



M/M/1 – Performance metrics



Example – Can we appox. a M/M/1/K by a M/M/1 ?













Not a general case… it depends on the required accuracy with respect to the loss prob.



Example

● M/M/1/K and M/M/1 with multiple flows
– The aggregate flow must satisfy Poisson distributed arrivals and exponentially distributed 

packet sizes with average λ and E[L] respectively. 
● Calculate the system delay E[D] in a M/M/1 queue with two arriving traffic flows:

– Transmission rate of the system: R=10 Mbps
– Flow 1: Poisson arrivals with rate λ1=100 packets / second
– Flow 2: Poisson arrivals with rate λ2=400 packets / second
– Aggregate packet size is exponentially distributed with E[L]=8000 bits.

– E[D] = 1 / ( 10E6/8000 – (100+400) ) = 0.001333 seconds



Example

● Let’s say that flow 2 is the background traffic, and flow 1 the ‘target’ traffic.
● How much does flow 2 affect flow 1 in terms of delay?
● Let’s compute the delay of flow 1’s packets without the presence of flow 2 packets:

– E[D] only flow 1 = 1 / ( 10E6/8000 - (100) ) = 0.000869 seconds
● So, packets from flow 1 see how their delay increases by ~ 0.5 ms due to the presence 

of flow 2’s packets.

● What happens if now we add a flow 3 with λ3=800 packets / second, and we try to 
compute again E[D]? And if λ3=500 packets / second?


