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Abstract—Polar code constructions based on mutual informa- is proposed. In [7], BP decoding with a concatenation of
tion or Bhattacharyya parameters of bit-channels are intemled | DPC codes to protect intermediate bit-channels is propose

for hard-output successive cancellation (SC) decoders, drthus |hierieaved concatenations with BCH and convolutionakesod
might not be well designed for use with other decoders, such .
are proposed in [14].

as soft-output belief propagation (BP) decoders or succese ! . . .
cancellation list (SCL) decoders. In this paper, we use theve- In this paper, a simple modification to the conventional
lution of messages, i.e., log-likelihood ratios (LLRs), ofinfrozen polar code construction method is proposed to improve code
bits during iterative BP decoding of polar codes to identify performance under BP decoding. By tracking the evolution
weak bit-channels, and then modify the conventional polar ade of the LLR densities of unfrozen bits during iterative BP

construction by swapping these bhit-channels with strong fozen . . . .
bits-channels. The modified construction codes show impred decoding, we identify weak unfrozen bit-channels. These

performance not only under BP decoding, but also under SCL are then replaced by strong frozen bit-channels for inferma
decoding. The code modification is shown to reduce the number tion transmission. This LLR-based bit-swapping constaunct

of low-weight codewords, with and without CRC concatenatia. yields performance improvements under BP decoding. Gains
are also observed under SCL decoding and CRC-aided SCL

. INTRODUC.TION ) _ decoding, due to a reduction in the number of low-weight
Polar codes were proposed in [2] as a coding techniqdggewords.

that provably achieves the symmetric capacity of binapuin Il PRELIMINARIES
discrete memoryless channels (B-DMCs) with low encoding We define[b] d:ef{1 b} for b € Z. We usez! to denote
and decoding complexity. The analysis and construction gflengthb vector (x1 ”xb) and AT t;) denote tf11e transpose
polar codes is based on a successive cancellation (SC)@tecogf matrix A. Row vécto’rs are assumed

The effective channels seen by the SC decoder when maklngl]_et W X . 3 denote a B-DMC 'with input alphabet
decisions are called bit-channels. As the code length tandsX — {0 '1} output alphabety, and t,ransition probability
infinity, the bit-channels become either noiseless or cetep/ o '

. . : X . The channel mutual information with
noisy and the fraction of noiseless channels tends to t%(y|x)’x cxycy

symmetric capacity. The symmetric capacity is achieved be)gwprobable Inputs, or symmetric capacity, is defined by

transmitting information through the noiseless bit-chelan (W) = 1W 1 W(ylz) 1
However, the performance of moderate-length polar codies su (W) Z Z 2 (ylx)log. W (y[0) + W (y|1)’ @
fers from the sub-optimality of SC decoding and imperfectly

yeyzeX

polarized bit-channels. and the corresponding Bhattacharyya parameter by
Several decoders with better finite-length performanca tha Z(W) = Z Wy 0)W (y[1). @)

SC have been proposed. In [12], successive cancellatibn lis
(SCL) decoding was proposed, yielding performance compa- )
rable to maximum-likelihood (ML) decoding at high sNRLetN be the block length. Channel_lnput and output sequences
Belief propagation (BP) decoding over the polar code factgfe denoted by i andy;", respectively, with corresponding
graph was also proposed, with parallel [1] and sequentjal [6SCtOr channelW™ (1" |z{").
message scheduling. A. Channel polarization

In addition to the aforementioned improved decoders, modi- - onsider the matriG, = [1 9], and letGy = GE™ be the
fied constructions of polar codes have been consideredrin pai, kronecker power 0iG, wheren = log, N. Input bits
ticular, [4] reports a near-exponential rate of decay of¢her 5. genoted b € {0,1}". We defineiWy (y{vMV) _
probability using a concatenation with outer Reed-Solomgg~ (U{V|U{V GN) as the induced vector channel from the
codes. A concatenated code employing an outer polar code ﬁ%t ‘bits. From wN (y{V|u{V) an SC decoder implicitly

inner block codes is proposed in [11]. In [10], an interpetat yefines. fori < [N], the bit-channel
construction that relates polar codes to Reed-Muller codes ’ @ /N 1_’71 1 NN
Wy (91 » Uy |Uz) = Z WWN (91 |uy ) (3)
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It is impractical to precisely calculatE(W](\}')) or Z(W](Vi))
; Iteration 1

since the output alphabet size W](\}) grows exponentially AOWM%WWW
20 T

with  N. However, a quantization can be used to close

W(LLR)

approximatevvj(\;) [13] ° 5:) 1(30 1;0 2(30 " 2;? 33(;0 3;0 4(;0 4;0 5(30
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The time complexity of the SC decoder (N log N). A w0 Werations
significant performance improvement is achieved by succe gzo%
sive canc_ellatlon list (SCL) decoding [12], w_hmh conduats T T e e 0w o o o o
breadth-first search of the polar code decoding tree [12] o\ Relative index of unfrozen bit-channel
L candidate paths with complexiy(LN log N'). Fig. 1: Mean LLR values &(LLR)) under BP SCAN decoding of
C. Belief propagation (BP) decoding unfrozen bits of polar code witiv. = 1024, R = % on AWGN
. . _ _channel, with 2k = 2.25 dB. Code optimized att: = 2.25 dB
BP is a message-passing algorithm that has been extensi rding to [13].

studied for decoding graph-based codes. BP decoding of pola

codes has been considered in [1], [5], [8] and it was showfributions, and their mean values, were observed tdligeab

that the decoding complexity 9(IaveN log N), wherelaeiS after j — 8 iterations. The bottom subfigure of Fig. 1,

the average number of iterations. _ corresponding toj = 8, shows that, at certain bit indexes,
Scheduling, i.e., choosing the order in which nodes compyigyre is a substantial drop in the mean LLR value, followed

their output messages, plays a key role in the performange 3 period of small oscillations as the index increases.
and complexity of BP decoders [8]. The two main decodmg LLR-based bit-swapping construction

schedules for polar decoders are called “flooding” [7] arfti so _ _ _
cancellation (SCAN) decoding [6]. SCAN has lower complex- In the simulations above, since the all-zero codeword

ity than flooding; it uses a schedule similar to SC decodingas transmitted, correct decoding is likely to occur when
but yields better performance. Low(i,8) > 0. Thus, if the variances of LLR distributions

Lou(i, 8) are fixed fori € F¢, one might expect that a large

lIl. LLR- BASED CONSTRUCTIONS FORBBPDECODING  drop in the mean LLR plot, followed by small oscillations,

Recall that the bit-channels are defined as the virtual chameuld correspond to a more probable unfrozen bit error that
nels between the input sequence to the polar encoder anddts® propagates to subsequent bits.
channel output sequence seen by a genie-aided SC decoder. \fith this interpretation, the patterns observed in Fig. 1
we use another decoder, e.g., a BP decoder or SCL decodwestivate a modified polar code construction in which a set of
the virtual channels seen by the decoder differ from the bitnfrozen bit-channels associated with the most severe mean
channels. For such a decoder, the conventional polar cddeR drops are replaced by an equal number of the most
construction might not be the best approach. In this sectiarliable frozen bit-channels. This procedure was impldean
we propose a modified polar code construction for use wily swapping 12 bit-channels, the optimal number of swaps
BP and SCL decoding in the finite block length regime.  having been determined empirically.

A. Evolution of LLRs during BP decoding

As in [7], we denote the soft-output LLRs at hit on
the jth iteration of BP decoding by.ou(i,j),% € [N]. The
performance of BP decoding is determined by the distrilmstio T i 1 a0 2 a0 a0 a0 s oo
of Low(i,j), for i € F¢ andj € [Ima, Where Inax is 4OWWW~MJWWW
the maximum number of iterations. We approximated the 1
distributions by observing the LLR values during 5000 tran: o e, L
missions of the all-zero codeword, and recorded the ewmiuti M0 B0 0 daons 20 0 M0 00
of the mean LLR values during BP decoding as a functic R T e ™

of the iteration number. The sum-product algorithm was us: I
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Fig. 1 shows mean LLR plots after iterations- 1, 3, 5, 8 of
BP SCAN decoding for a conventional polar code with lengt.,
N = 1024 and rateR = 0.5 optimized at% = 2.25 dB . Fig. 2: Mean LLR values £(LLR)) under BP SCAN decoding of
Note that each plot shows mean LLRs for the 512 unfrozéffrozen bits of same polar code as in Fig. 1 after LLR-baded b
bits, displayed in increasing relative index order. Thg(i,j) SWaPping of 12 bit-channels, on AWGN channgk = 2.25 dB.



Fig. 2 shows the mean LLR plots after iteratiofis= iterations was set t@mnax = 200. At high SNR values (e.g., 3
1,3,5,8 for the code obtained. The qualitative differenceB), we found that the average number of iterations required
between these plots and those in Fig. 1 is evident, with fewer decode was slightly greater than 1, which is consistent
occurrences of large drops followed by small oscillations. with results in [7]. Fig. 4 shows the frame error rate (FER)

We refer to this method of code modification via bitperformance of the two codes in the [1.75, 3.25] dB SNR
swapping as LLR-based code construction. In the next sgcticange. As can be seen, the LLR-based construction provides
we show that it can improve the polar code performance undegain of approximately 0.2 dB throughout almost the entire

BP and SCL decoding. range.
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RS P R b 9] In the previous section, we showed that the LLR-based bit-
N S S v e— swapping construction outperforms the conventional canst

tion under iterative soft-output BP decoding. In this satti
Fig. 3: Mean LLRs @(LLR)) under BP flooding decoding of we demonstrate that the LLR-based construction technigoe c
unfrozen bits of polar code in Fig. 1. improve the performance of polar codes under hard-output

SCL decoding, as well.

Examination of the evolution of mean LLR values of
unfrozen bits under BP decoding with a flooding schedu 10t T LLR based Construction. = 16
reveals behavior similar to that found under SCAN decodin ! ——Union Bound for LLR-based Constructiol
Fig. 3 shows the evolution of mean LLRs using traces captur 0 Crion Boand for Gamamional
after j = 1,3,5,8,12,16 decoder iterations. Comparison tc
Fig. 1 leads to two observations. First, the indexes whege t
major drops occur at iteration= 8 and beyond are the same 104k
in both. This suggests that LLR-based bit-swapping willeha\
a similar effect on LLR evolution with a flooding decoder 105
as was found to be the case. Second, the mean LLR pl
for SCAN decoding appear to stabilize after fewer iteragior 10’j75 5 vos 25 27 3 325 a5
than for flooding decoding, as can be seen by compari L (¢B)
the plots for iterationsj = 5 and j = 8 in both figures.

This suggests that SCAN decoding should converge faster tha
flooding decoding, requiring fewer iterations to decodeisTh
is consistent with the measurements of the average numlE

of iterations to reach convergence of SCAN and flooding .. : .
decoders reported in [7]. The faster convergence of SCA ntional method and the LLR-based bit-swapping approach
P [71. 9 n the AWGN channel under SCL decoding with list size

decoding translates to reduced time complexity to decoc%,: 16. Note that the improvement over BP SCAN decoding

and a lower error rate when the maximum allowed numb%r approximately 0.12 dB for the conventional construction

_ and 0.38 dB for the LLR-based design. Under SCL decoding,
C. Numerical results the LLR-based code provides a nearly 0.5 dB gain over the
We simulated the performance of the conventional polapnventional code in almost the entire [1.75, 3.5] dB SNR
code and the modified code obtained by LLR-based bitange.
swapping, as described above, under BP SCAN-decodindt has been observed that SCL decoder performance can
on the AWGN channel. Decoding was terminated whenevapproach that of ML decoding for sufficiently large list size
the polar code parity-check equations were satisfied by tRer a polar code of lengtlv = 2048 and rateR = 0.5,
estimated codeword. The maximum allowable number obnstructed using the methods of [13] and optimized for an

- Union Bound for Conventional Constructig

=1

Fig. 5: Union bound approximation (5) and FER for SCL.

Fig. 5 compares the FER performance of the lenyjth=
854, rate R = 0.5 polar codes constructed using the con-

of iterations is fixed [6].



SNR value of 2 dB, a list sizd. = 16 was found to yield performance for SNRs greater than 2 dB. Using the same
near-ML performance in the [1.5, 3] dB SNR range [12}echnique as above, we also determined the minimum distance
Due to complexity constraints, it is not possible to simalatof both CRC-aided codes to be 16, with corresponding weight
ML decoding directly for the codes we have constructed, smumeratorsd;¢ = 2237 and A;s = 56, respectively. Once
instead we compare our results to an approximate bound again, the LLR-based code has signficantly fewer minimum-
ML decoder performance. weight codewords. The approximate ML decoding bounds
For a linear block code transmitted over the AWGN channajjven by (5) are also plotted in Fig. 6. The agreement between
the union bound on FER with ML decoding is given by  the bounds and simulation results is not as good as in Fig. 5,
— possibly because the operating SNR is too low. However,
P < ZAdQ( 2dSNR), (4) the results suggest that the improved performance of the
d LLR-based polar code is again attributable to the signitican
where 4, is the number of codewords with Hamming weighteduction in the number of minimum-weight codewords.

d, and Q(x) = —t= [" exp(=*5)du. In the high SNR
regime, the upper bound is dominated by the term corre- V. CONCLUSIONS

sponding to the minimum non-zero codeword weight, i.e., the |n this paper, we proposed a modification of the conven-
minimum distance of the codéin, and we have the familiar tional polar code construction for use with BP and SCL de-
approximation: coders. The evolution of unfrozen bit LLR distributions ithgy
ML /o7 aNP iterative BP decoding was used to identify the most vulnlerab
P~ A4y, Q(V 2dminSNR). ®) unfrozen bit-channels. These were replaced with the same
There is no closed-form expression for the weight enumeatumber of most reliable frozen bit-channels. This LLR-lohse
ators A, of polar codes. However, a method based upon addgit swapping construction improves code performance under
tive SCL decoding, proposed in [9], can be used to identiyP decoding, as well as under SCL decoding, with and without
low-weight codewords in polar codes. Evidence suggests tlERC concatenation. The gains can be attributed to a significa
it finds all of the minimum weight codewords for sufficientlyreduction in the number of low-weight codewords.
large list size. Applying the technique to the conventional
and LLR-based polar codes, we found that both codes have
minimum distancedmin = 16, with corresponding weight [1] E. Arikan, “A performance comparison of polar codes arek®Muller
enumerators;g = 34997 and A4 = 4896, respectively. The codes,”|EEE Comm. Left,, vol. 12, no. 6, pp. 447 — 449, June 2008.
approximate union bound in (5) was evaluated for both codéél Eévir%hsgggls fg?f;:ﬁf‘;g’:m o ;‘:ﬁ?}%ﬂt ;‘q’;nfggslgsumcggipﬁ&
using these values o, and the results are shown in Fig. 5. Trans. Inform. Theory, vol. 55, no. 7, pp. 3051-3073, July 2009.
There is a very good match between the SCL decoder simult B. K. Butler and P. H. Siegel, “Numerical issues affegtihDPC error
tion results and the approximate ML bound. This suggests tha gggrf'” in Proc. Globecom 2012, Anaheim, December 2012, pp. 201 —
most of the SCL decoding errors are caused by misdecoding g w. Bakshi, S. Jaggi, and M. Effros, “Concatenated polates,” inProc.
the nearest codewords in Hamming distance. The comparison IEEE Int. Symp. Inf. Theory, June 2010, pp. 918 — 922.
also provides an explanation or the improved performarice & & £, and L Pl 01 b eror e ervmel o
the LLR-based code: the bit-swapping construction reduced communication, Control and Computing, Monticello, IL, September

the number of minimum-weight codewords substantially, by a 2010, pp. 188 — 194.

factor of more than 7. [6] U. U. Fayyaz and J. R Barry, “Polar codes for_ pa_rtial e
channels,” inlEEE International Conference on Communications (ICC)
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