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Abstract—We study coded modulation over multidimensional signal sets
in Nakagami-m block-fading channels. We consider the optimal diversity
reliability exponent of the error probability when the multidimensional
constellation is obtained as the rotation of complex-plane signal constella-
tions. We show that multidimensional rotations of full dimension achieve
the optimal diversity reliability exponent, also achieved by Gaussian
constellations. Rotations of full dimension induce a large decoding com-
plexity, and in some cases it might be beneficial to use multiple rotations
of smaller dimension. We also study the diversity reliability exponent in
this case, which yields the optimal rate–diversity–complexity tradeoff in
block-fading channels with discrete inputs.

Index Terms—Block-fading channels, diversity, linear rotations, max-
imum distance-separable (MDS) codes, outage probability.

I. INTRODUCTION

Rotated multidimensional constellations were proposed as a way of
achieving high reliability with uncoded modulation in fading channels.
Rotated constellations have been extensively studied, and have been
shown to be an effective technique to achieve full-rate and full-diver-
sity transmission in scalar and multiple-input multiple-output (MIMO)
fading channels (see [1] and references therein).

In this work, we study the problem of constructing coded modula-
tion schemes over multidimensional signal sets, obtained by rotating
complex-plane signal constellations, for block-fading channels with B
fading blocks per codeword [2]. The block-fading channel is a useful
model for transmission over slowly varying fading channels, such as
orthogonal frequency division multiplexing (OFDM) or slow time-fre-
quency-hopped systems such as Global System for Mobile Communi-
cation (GSM) or Enhanced Data GSM Environment (EDGE).

Full-diversity rotations of dimension B induce large decoding com-
plexity since the set of candidate points for detection at a given time
instant is exponential with B. Uncoded rotations are typically decoded
with the sphere decoder [3] to avoid exhaustive search. When coded
modulation is used, the code itself can help to achieve full diversity.
This means that sometimes rotations of smaller dimension N < B
might be sufficient. Also, in the coded case, soft information should
be provided to the decoder and this further complicates the decoder.
Therefore, using rotations of dimension smaller than B, may yield a
desirable tradeoff between diversity, rate, and complexity.
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In this correspondence, we study the reliability exponent, namely,
the optimal exponent of the error probability of such schemes with the
signal-to-noise ratio (SNR) in a logarithmic scale, and illustrate the
rate–diversity–complexity tradeoff for coded modulation schemes con-
structed over multidimensional signal sets.

II. SYSTEM MODEL

We consider a single-input single-output block-fading channel with
B fading blocks, whose system model is given by the following:

yyyb =
p
�hbxxxb + zzzb; b = 1; . . . ; B (1)

where hb 2 is the bth fading coefficient, yyyb 2 L is the received
signal vector corresponding to fading coefficient b, xxxb 2 L is
the portion of codeword allocated to block b, and zzzb 2 L is the
vector of independent and identically distributed (i.i.d.) noise samples
� N (0; 1). The transmitted signal is normalized in energy, i.e.,
[jxj2] = 1. Hence, � is the average received SNR. We assume that

the fading coefficients are i.i.d. from block to block and from codeword
to codeword, and that they are perfectly known at the receiver, with
Nakagami-m-distributed coefficients, i.e.,

pjhj(�) = 2mm�2m�1 �(m)
�1

e�m�

for m > 0 where �(�)
+1

0
t��1e�tdt is the Gamma function.

Nakagami-m fading characterizes a large class of statistics, including
Rayleigh, by setting m = 1, and Rician with parameter K by setting
m = (K + 1)2=(2K + 1). We define 
b jhbj2, b = 1; . . . ; B. We
can express (1) in matrix form as

YYY =
p
�HHHXXX +ZZZ (2)

where
YYY = [yyy1; . . . ; yyyB ]

T 2 B�L

XXX = [xxx1; . . . ; xxxB ]
T = [XXX1; . . . ;XXXL] 2 B�L

ZZZ = [zzz1; . . . ; zzzB ]
T 2 B�L

and

HHH = diag(h1; . . . ; hB) 2 B�B :

Codewords XXX form a coded modulation scheme X � B�L. We
consider that X is obtained as the concatenation of a binary code C 2
n
2 of rate r, a modulation over the signal constellation S 2 with

M = log2 jSj, and K rotations MMMk 2 N�N with KN = B. In
particular, we have that

xxx`;k =MMMksss`;k; ` = 1; . . . ; L (3)

where sss`;k = (s`;k;1; . . . ; s`;k;N)T 2 SN is the vector of signal
constellation symbols that is rotated by the kth rotation matrix,
xxx`;k = (x`;k;1; . . . ; x`;k;N)T is the portion of transmitted signal
at the `th channel use that has been rotated by the kth rotation,
and xxx` = xxxT`;1; . . . ; xxx

T
`;K

T
is the transmitted signal at the `th

channel use. The rotation matrices are constrained to be unitary, i.e.,

MMMkMMM
y
k = III . We will be interested in full-diversity rotations, i.e.,

rotation matrices MMM for which

MMM(sss� sss0) 6= 0; 8 sss; sss0 2 SN ; sss 6= sss0 (4)

componentwise. This implies that, if the vector sss� sss0 has any number
of nonzero components, its rotated version MMM(sss � sss0) will have all
nonzero components. Reference [4] reports rotation matrices using the
row convention while here we use a column convention.

The rate in bits per channel use of this scheme is independent of
N , and is given by R = rM . This general formulation includes the
case where only one single rotation of dimension B is used, as well as
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the other extreme, with B trivial rotations of dimension N = 1 (the
nonrotated case). As we shall see in the following, while the rate is
independent of N , the reliability exponent will depend on N .

Definition 1: The block diversity of a coded modulation scheme
X � B�L is defined as

� = min
XXX(i);XXX(j)2X ;j 6=i

jfb 2 (1; . . . ; B)jxxxb(i) 6= xxxb(j)gj: (5)

In words, the block diversity is the minimum number of nonzero
rows of XXX(i)�XXX(j) for any pair of codewords XXX(j) 6= XXX(i) 2 X .

Proposition 1: Given a coded modulation scheme X � B�L, the
block diversity is upper-bounded by

� � N 1 +
B

N
1�

R

M
: (6)

Proof: The result follows from the straightforward application of
the Singleton bound to the coded modulationX seen as a code of block
length K , over an alphabet of size 2MNL.

We will say that a code is blockwise maximum-distance separable
(MDS) if it attains the Singleton bound of Proposition 1 with equality.

III. OUTAGE PROBABILITY

The channel defined in (1) is not information stable and has zero
capacity for any finite B [5], since there is a nonzero probability that
the transmitted message is detected in error. For sufficiently largeL, the
word error probability Pe(�;X ) of any coding scheme X � B�L is
lowe-bounded by the information outage probability [2]

Pe(�;X ) � Pout(�; R) Pr(I(�;HHH) � R) (7)

where I(�;HHH) is the input–output mutual information of the channel
for a given fading realizationHHH (in bits per channel use). In this work,
we will study the behavior of Pout(�; R) for large �, for which the
optimal power allocation when no channel state information (CSI) is
available at the transmitter, corresponds to evenly distributing the avail-
able power across all B blocks. In the case of uniform allocation, and
for a fixed HHH , the outage probability is minimized when the entries of
XXX 2 X are i.i.d. Gaussian � N (0; 1). In this case

I(�;HHH) =
1

B

B

b=1

log2(1 + �
b):

When the scheme described in Section II is used (assuming uniform
inputs), we can write that

I(�;HHH) =
1

K

K

k=1

1

N
Ik(�;HHHk) =

1

B

K

k=1

Ik(�;HHHk)

where the mutual information of the N � N MIMO channel induced
by the kth rotation is (see, e.g., [6])

Ik(�;HHHk) = MN �
1

2MN

sss2S

zzz log2
sss 2S

e
�kp�HHH MMM (sss�sss )+zzzk +kzzzk (8)

and HHHk = diag(h(k�1)N+1; . . . ; hkN) 2 N�N are the channel
coefficients used by rotation k, and zzz 2 N is a dummy additive
white Gaussian noise (AWGN) vector over which the expectation is
computed.

Fig. 1 shows the mutual information with Gaussian inputs, unro-
tated 16-QAM, and rotated 16-QAM in a block-fading channel with
B = 4 blocks and h1 = 1:5 and h2 = h3 = h4 = 0:1. This
choice of the channel coefficients is particularly interesting since three

Fig. 1. Instantaneous mutual information I(�;HHH) (bits/channel use) in a
block-fading channel with B = 4 blocks and h = 1:5 and h = h =
h = 0:1 with Gaussian inputs (thick solid) and rotated 16-QAM inputs
with the optimal Krüskemper (thin solid), mixed (thin dash–dotted), two inde-
pendent two-dimensional cyclotomic rotations (thin dashed) and no rotations
(thick dotted).

out of the four components are in a deep fade.1 Rotations of dimension
N yield vanishing (for large �) error probability when there are up to
N � 1 deeply faded blocks [1]. The mutual information achieved by
the rotated 16-QAM is very close to that attained by the Gaussian dis-
tribution in a wider range of � than uncoded 16-QAM. At � 25 dB ,
the Krüskemper rotation gains 1 bit of information with respect to un-
rotated 16-QAM. Combining two cyclotomic rotations of dimension
N = 2 brings also significant information gains with respect to unro-
tated 16-QAM. As we shall see, this effect brings substantial exponent
benefits with respect to the unrotated case. We also observe a differ-
ence between Krüskemper and mixed (2 � 2) rotations, especially at
low rates, while unrotated 16-QAM performs almost as well with much
less decoding complexity. Rotations provide only mutual information
advantages at high rates.

IV. OPTIMAL RELIABILITY

We define the diversity reliability exponent of a given coded modu-
lation scheme X as

dX = lim
�!+1

�
logPe(�;X )

log �
(9)

and the optimal diversity reliability exponent is d? supX dX :
When no particular structure is imposed on the coded modulation

scheme X , we have the following result.

Lemma 1: The diversity reliability exponent of any scheme X sub-
ject to the constraint 1

BL
[kXXXk2] � 1 is upper-bounded by dX �

d? = mB. The optimal diversity reliability exponent is achieved by
random Gaussian codes of rate R > 0 with entries � N (0; 1). The
optimal exponent d? can also be achieved by random coded modula-
tion schemes X of rate R consisting of a random coded modulation
scheme over a complex-plane set S of size jSj = 2M concatenated
with a full-diversity rotation of dimension B, whenever 0 � R

M
< 1.

Proof: The converse is proved in [7], [8]. Furthermore, [7], [8]
also show that the random Gaussian ensemble achieves the optimal

1In a nonergodic scenario, the ergodic information rate averaged over the
channel realizations does not have a practical relevance. Instead, the bad chan-
nels dominate the outage probability at large �.
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exponent. Appendix II, by letting N = B, shows the proof that the
random coded modulation scheme over a single full-diversity rotation
of dimension B achieves the same exponent.

We have included the achievability with the random coded modula-
tion ensemble over theB-dimensional rotated constellation to illustrate
that a coding scheme with discrete inputs can also achieve the optimal
exponent. This result which is based on a divide and conquer approach,
should be rather intuitive: the rotation of dimensionB achieves full di-
versity while the coding gain is then left to the outer coded modulation
scheme over S . With no rotations, the optimal diversity reliability ex-
ponent is given by the Singleton bound [8]

d
?
= m 1 + B 1�

R

M
: (10)

The advantage of rotations is clear: they can achieve the optimal diver-
sity reliability exponent for the whole range of rates. With no rotations,
the largest rate such that the optimal exponent is achieved is R = M

B
.

The following result characterizes the optimal exponent when rotations
of smaller size N < B are employed.

Proposition 2: The diversity reliability exponent for the coded
modulation schemes based on K rotations of dimension N , in a
Nakagami-m block-fading channel with B = KN blocks is upper-
bounded by

dX � mN 1 +
B

N
1�

R

M
: (11)

Proof: See Appendix I.

Proposition 3: The diversity reliability exponent in a Nakagami-m
block-fading channel with B = KN of random coded modulation
schemes based on K rotations of dimension N of length L satisfying
lim�!1

L

�
= �, is lower-bounded by dX � �BM log 2 1� R

M

when 0 � �NM log 2 < m and otherwise by

dX � min mN
B

N
1�

R

M
;mN

B

N
1�

R

M

+�M log 2 B 1�
R

M
�N

B

N
1�

R

M
: (12)

Proof: See Appendix II.

The proof of the last two propositions closely follows the reasoning
of [7], [8]. The preceding results lead to the following theorem.

Theorem 1: The optimal diversity reliability exponent for the coded
modulation schemes based on K rotations of dimension N , in a Nak-
agami-m block-fading channel with B = KN blocks is

d
?
X = mN 1 +

B

N
1�

R

M
(13)

whenever B
N

1� R
M

is not an integer.
Proof: Proposition 2 shows that

dX � mN 1 +
B

N
1�

R

M
:

Letting�!1 in Proposition 1 shows that dX � mN B

N
1� R

M
.

Noting that dxe = bxc + 1 whenever x is not an integer leads the
desired result.

Theorem 1 gives a dual result to that of [8] and shows that the op-
timal exponent is given bym times the Singleton bound of (6), proving
its optimality and separating the roles of the channel distribution and
of the code construction. The optimal codes are blockwise MDS. For

Fig. 2. Reliability exponents forB = 8,m = 0:5, and rotations of dimensions
N = 1 (dash-dotted), N = 2 (dashed), and N = 4 (solid).

Fig. 3. Reliability exponents for B = 8,m = 1, and rotations of dimensions
N = 2. The random coding exponents for �M log 2 = (lower dash–dotted
curve) and �M log 2 = (upper dash–dotted curve) are also shown.

N > 1, Theorem 1 suggests that the optimal coding scheme is to use an
MDS coded modulation scheme constructed over S in a block-fading
channel withK = B

N
blocks, concatenated withK rotations of dimen-

sionN . In this case, the MDS constraint on the code is relaxed, since it
has to be MDS for a smaller number of blocks. Theorem 1 implicitly in-
troduces an equivalent channel model, namely, a block-fading channel
with K = B

N
, where each block has diversity mN . When K = 1,

N = B, there is only one single rotation of full dimension, Theorem 1
generalizes Lemma 1. Theorem 1 generalizes and proves the optimality
of the modified Singleton bound introduced in [12].

Fig. 2 shows the exponents for B = 8, m = 0:5, and N = 1; 2; 4.
The figure confirms the intuition that rotations should increase the ex-
ponent. For example, for R

M
= 1

2
, we have that unrotated inputs yield

d?X = m5, while for rotations with N = 2, then d?X = m6 and for
N = 4 d?X = m8, i.e., full diversity. The task of achieving diversity is
hence split between the code C and the rotations. Fig. 3 shows the upper
bound as well as the random coding lower bound given in Propositions
2 and 3, respectively. As we see, if � is increased, both bounds coincide
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Fig. 4. Outage probability for R = 1 bits per channel use in a block-fading
channel with B = 4, m = 1, with Gaussian (solid line), rotated quaternary
phase-shift keying (QPSK) inputs with one Krüskemper rotation of dimension
N = 4 (dashed line), rotated QPSK inputs with two cyclotomic rotations of
dimension N = 2 (dash–dotted) and unrotated QPSK inputs (dotted).

Fig. 5. Outage probability for R = 2 bits per channel use in a block-fading
channel with B = 4, m = 1, with Gaussian (solid line), rotated 16-QAM
inputs with one Krüskemper rotation of dimension N = 4 (dashed line), ro-
tated 16-QAM inputs with two cyclotomic rotations of dimension N = 2
(dash–dotted), and unrotated 16-QAM inputs (dotted).

in a larger support. Eventually, for � ! 1 they coincide where they
are continuous.

To illustrate the benefits of rotations, Figs. 4 and 5 show Pout(�; R)
as a function of E

N
for m = 1 and B = 4 for R = 2. Gaussian

inputs achieve the optimal exponent, namely, d? = B = 4, while
unrotated inputs have d?X = 3 [7]. As we observe, using two rotations
of dimension N = 2, not only allows to recover the largest possible
exponent (in agreement with Theorem 1) but also brings a large gain.
Using a rotation of dimension N = 4 incurs much larger complexity
and does not bring any exponent nor gain improvements.

To illustrate that the above theoretical results are approachable with
practical schemes, Fig. 6 shows the error probability of rotated and
unrotated quadrature phase-shift keying (QPSK) modulation using the
(5; 7)8 convolutional code with 128 information bits per frame. In the

Fig. 6. Error probability for R = 1 bits per channel use in a block-fading
channel with B = 4, m = 1 using the (5; 7) convolutional code, and QPSK
modulation with Gray (GR) and set-partitioning (SP) labeling. The outage
probabilities with Gaussian inputs (thick solid line), rotated QPSK with one
Krüskemper rotation of dimension N = 4 (dashed line), rotated QPSK with
two cyclotomic rotations of dimension N = 2 (dash–dotted) are also shown.

case of two rotations of dimension N = 2, we separately use bit-inter-
leaved coded modulation (BICM) [9] followed by a rotation on the out-
puts generated by generator polynoimial 58 and 78. Since the (5; 7)8
convolutional code has full diversity in a block-fading channel with
K = 2 blocks, the overall scheme has full diversity. A similar con-
struction can be obtained using blockwise concatenated codes [7] or
multiplexed turbo codes [10]. These schemes will closely approach
the outage probability of the channel for any (sufficiently large) block
length. Rotated systems compute the metrics for all the candidate points
[6]. Again, here the gain obtained by rotations is significant. All rotated
systems show a steeper slope to that of the unrotated case. Moreover,
we observe that using a rotation of full dimension N = 4 yields once
more a small gain with respect to using two rotations of dimension
N = 2, while significantly increasing the decoding complexity. We
also see that, set-partitioning labeling yields some performance advan-
tage over Gray. From results not shown here, both Gray and set par-
titioning show improved performance with the iterations. This is due
to the fact that rotations induce an equivalent MIMO channel, and the
iterative decoder assists in iteratively removing the self-interference in-
troduced by the rotation.

V. CONCLUSION

We have studied coded modulation schemes over Nakagami-m
block-fading channels with discrete constellations. We have derived
the optimal exponent for multidimensional constellations obtained
from the rotation of complex-plane constellations, and we have
shown that there is a tradeoff between the transmission rate, optimal
diversity, dimension of the rotations, and size of the complex-plane
constellation, given by a modified form of the Singleton bound. Since
rotations induce an increased decoding complexity, the Singleton
bound establishes the optimal rate–diversiy–complexity tradeoff.
Practical coding schemes are shown to achieve the optimal tradeoff.

APPENDIX I
PROOF OF PROPOSITION 2

We write f(z)
:
= zd to indicate that limz!1

log f(z)
log z

= d. The
exponential inequalities _� and _� are defined similarly [11]. For vec-
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Pe(�) _�
���2E \

�
�m �

d��� (20)

+
���2E \

exp � log � m

B

b=1

�b + �BM log 2E�(���) d���: (21)

tors xxx; yyy 2 n, the notation xxx � yyy denotes componentwise inequality
xi < yi; i = 1; . . . ; n. The inequalities �;�;� are used similarly.
The function 1lfEg is the indicator function of the event E . The normal-
ized fading coefficients are defined as �b � log 


log �
for b = 1; . . . ; B

[11]. From [8] we have that the joint distribution of the vector ��� =

(�1; . . . ; �B) in the limit for large � behaves as p(���)
:
= �

�m �

for ��� 2 B
+ . The kth vector of normalized fading coefficients is de-

fined as ���k (�N(k�1)+1; . . . ; �Nk).
Since rotations induce an MIMO channel, we bound (8) as

I(�;HHH) �
1

K

K

k=1

1

N
min NM; log det(III + �HHHkMMMkMMM

y
kHHH

y
k)

=
1

K

K

k=1

min M;
1

N

N

n=1

log(1 + �
N(k�1)+n) :

Now, we can express the outage probability for large � as

Pout(�; R)

_�Pr
1

K

K

k=1

min M;
log �

N

N

n=1

[1� �N(k�1)+n]+ < R

_�
O \

�
�m �

d��� (14)

where the first exponential inequality follows from

(1 + �
N(k�1)+n)
:
= [1� �N(k�1)+n]+

where [x]+ = max(0; x) denotes the positive part of x 2 ,

O� ��� 2 B :
1

K

K

k=1

1lf���k � 1+ ���g > 1�
R

M

denotes the large � outage event, and where 1 = (1; . . . ; 1) and ��� =
(�; . . . ; �) both of dimension N . Equation (2) is valid for any � > 0
and in particular for � ! 0. Using Varadhan’s lemma, we have

dX � dout = inf
O \

m

B

b=1

�b : (15)

It is not difficult to show that dout = m�N , where � is the unique
integer such that � < K 1� R

M
� �+ 1: This yields the result.

APPENDIX II
PROOF OF PROPOSITION 1

For any two codewords XXX(0);XXX(1) 2 X , we can write that the
pairwise error probability

P (XXX(0)! XXX(1)jHHH) �

K

k=1

exp �
�

4
kHHHkMMMk(SSSk(0)� SSSk(1))k

2

whereSSSk(i) is such that the portion of codeword rotated by the kth ma-
trix is XXXk(i) = MMMkSSSk(i), and HHH = diag(HHH1; . . . ;HHHK). Assuming

uniform i.i.d. entries of SSSk(0) and SSSk(1), the ensemble pairwise error
probability can be expressed as

P (XXX(0)! XXX(1)jHHH)

�

K

k=1

1

22MN

sss2S sss 2S

exp �
�

4
HHHkMMMk(sss� sss

0)
2

L

:

(16)

Similarly to [7], summing over the 2LBR � 1 codewords different
from the 0 message we have that

Pe(�jHHH) = exp (�BLM log 2E(�;���)) (17)

where the exponent E(�;���) is given by

E(�;���) = 1�
R

M

�
1

BM

K

k=1

log2 1 +
1

2MN

sss 6=sss

e
� � j~x j

and ~xxxk = MMMk(sss� sss0) = (~xk;1; . . . ; ~xk;N)T is the rotated difference
vector. We now assume that the rotation matrices have full diversity.
That implies that all the components of the rotated difference vector
~xxxk are different from zero. For large �, we have that

lim
�!1

log2 1 +
1

2MN

sss 6=sss

e
� � j~x j (18)

is equal to MN if ���k � 1 and 0 otherwise, where ���k =
(�N(k�1)+1; . . . ; �Nk)

T . Hence

Pe(�jHHH) _� e
�BLM log 2E (���) (19)

where

E�(���) = 1�
R

M
�

1

K

K

k=1

1lf���k � 1� ���g

and ��� = (�; . . . ; �) 2 N
+ . We now define the large � error event as

E� = ��� 2 B : E�(���) � 0 : Using the previous results we write
that

Pe(�) _�
���2

�
�m �

min 1; e�BLM log 2E (���)
d���

=
���2E \

�
�m �

d���

+
���2E \

�
�m �

e
�BLM log 2E (���)

d���:

In a similar way to the proof of Lemma 1 the probability of two ran-
domly chosen codewords over S being the same is strictly greater than
zero, and goes to zero only for L ! 1. We now study how large L
has to be in order for this event not to dominate the overall error prob-
ability. If we let � = lim�!1

L

log �
we can write (20)–(21) at the top

of the page. Therefore, the overall random coding exponent is given by
the minimum of the exponents of (20) and (21)

dX (R) � d
(r)
X (R) = sup

�>0
min d

(r);1
X (R); d

(r);�
X (R) (22)
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d
(r);�
X

(R) =�BM log 2 1�
R

M
+ inf

���2E \

m

B

b=1

�b � �BM log 2
1

K

K

k=1

1lf���k � 1� ���g

=�BM log 2 1�
R

M
+m inf

���2E \

K

k=1

N

n=1

�k;n �
�NM log 2

m
1lf���k � 1� ���g

where

d
(r);1
X

(R) = inf
���2E \

m

B

b=1

�b

is the exponent corresponding to (20) and

d
(r);�
X (R) = inf

���2E \

m

B

b=1

�b + �BM log 2 E�(���)

is the exponent that characterizes the effect of finite length (21). It is not
difficult to show that the first infimum is achieved by � vectors ���k �
1����, where � is the unique integer such that ��1< K 1� R

M
��

resulting in the exponent being

d
(r);1
X (R) = (1� �)mN

B

N
1�

R

M
: (23)

As for the second exponent, we can rewrite it as the expression shown
at the top of the page, where

Ec� ��� 2 B :

K

k=1

1lf���k � 1� ���g < K 1�
R

M
:

We distinguish two cases. When 0 � �NM log 2 < m then

N

n=1

�k;n �
�NM log 2

m
1lf���k � 1� ���g (24)

attains its minimum value for ���k = 0. When �NM log 2 � m, the
constraint set dictates that there should be � = K 1� R

M
vectors

���k � 1 � ���, and the infimum becomes

�BM log 2 1�
R

M

+m K 1�
R

M
N(1� �)�

�NM log 2

m
: (25)

Combining the previous results and noting that the supremum in (22)
is achieved for � ! 0, we find the desired result.
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The Average Value for the Probability of an
Undetected Error
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Abstract—A new identity for the weight enumerator of a code is derived.
The new identity is shown to be related to the average value of the proba-
bility of an undetected error when p is a continuous random variable.

Index Terms—Linear codes, probability of an undetected error, weight
enumerators.

I. INTRODUCTION

The weight enumerator for a length-n linear code is the polynomial
A(x) = A0 + A1x + A2x

2 + � � � + Anx
n where Ai is the number

of codewords of weight i in the code. We derive a new identity for
the sum of the code weight enumerator coefficients Ai scaled by the
binomial coefficients n

i
. The resulting identity is in terms of the dual

code weight enumerator coefficients A?i .
The probability of an undetected error for a linear code when using

a binary-symmetric channel (BSC) with a probability of an error being
p is known to be Pue(C; p) = n

i=1 Ai p
i (1� p)n�i, see [1], [2].
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