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Performance Analysis of Turbo-Coded APSK
Modulations over Nonlinear Satellite Channels
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Abstract— This paper investigates the performance of M -ary
Amplitude-Phase Shift Keying (APSK) digital modulation over
typical nonlinear satellite channels. The effect of the satellite non-
linearity is studied, and distortion pre- and post-compensation
techniques for coded APSK are presented. Moreover, clock
timing, signal amplitude and carrier phase recovery schemes are
discussed. For the latter, a new class of non turbo decoder-aided
closed-loop phase synchronizers featuring good performance and
low complexity is studied. Finally, an end-to-end coded APSK
system simulator inclusive of the satellite channel model and
synchronization sub-systems is discussed and its performance
compared to standard trellis-coded QAM concatenated with
Reed-Solomon codes, showing a remarkable gain in both power
and spectral efficiency. Coded APSK, recently selected for the
new standard –DVB-S2– for digital video broadcasting and
interactive broadband satellite services [1], is shown to represent
a power- and spectral-efficient solution for satellite nonlinear
channels.

Index Terms— Turbo codes, amplitude-phase shift keying
(APSK) modulation, bit-interleaved coded modulation (BICM),
coded modulation, nonlinear channels, phase synchronization,
time synchronization, satellite communications.

I. INTRODUCTION

THE strength of satellite communication systems lies
in their ability to efficiently broadcast digital multi-

media information over very large areas [2]. A notable ex-
ample is the so-called direct-to-home (DTH) digital television
broadcasting. Satellite systems also provide a unique way to
complement the terrestrial telecommunication infrastructure
in scarcely populated regions. The introduction of multi-
beam satellite antennas with adaptive coding and modulation
(ACM) schemes will allow an important efficiency increase
for satellite systems operating at Ku- or Ka-band [3]. As a
result, to maximize the efficient use of the scarce on-board
available power, the satellite high power amplifier (HPA) must
be operated close to saturation, creating a highly nonlinear
environment, in which efficient transmission of more than 3
bps/Hz is a challenging task.
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A. Guillén i Fàbregas was with European Space Agency (ESA-ESTEC),
Noordwijk, The Netherlands. He is currently with the Institute for Telecom-
munications Research, University of South Australia, Mawson Lakes, Aus-
tralia (email: albert.guillen@unisa.edu.au).

A. Martinez was with European Space Agency (ESA-ESTEC), Noordwijk,
The Netherlands. He is currently with Technische Universiteit Eindhoven,
Eindhoven, The Netherlands (email: alfonso.martinez@ieee.org).

Digital Object Identifier 10.1109/TWC.2006.04081.

Past literature has extensively covered techniques to im-
prove highly spectral efficient modulations performance [4]–
[7]. However, this work typically refers to uncoded square
QAM constellations, results of lesser importance for nonlinear
satellite channels. Circular APSK modulations were already
proposed thirty years ago in [8], where uncoded bit error rate
bounds for several non band-limited APSK sets were provided;
the suitability of APSK for nonlinear channels was also made
explicit, but concluded that for single carrier operation over
nonlinear channel APSK performs worse than PSK schemes.
In the current paper we revert this conclusion.

The possibility of modulator pre-compensation was briefly
mentioned in [8]. General techniques to mitigate the nonlinear
distortion effects are well covered in the literature [4], [5], [7],
[9]–[15]. Pre-compensation techniques counteract the ampli-
fier distortion through constellation pre-distortion at the trans-
mitter, while post-compensation techniques mitigate nonlinear
distortion effects at the demodulator side through nonlinear
equalization and/or ad-hoc decoder metric computation. In
this paper we review the existing works and we discuss their
applicability to APSK.

We also consider clock timing, amplitude and phase recov-
ery schemes, with the final aim of designing an all-digital low-
complexity high performance demodulator for coded APSK
modulations. In [14] an all-digital trellis coded 16-QAM
demodulator was studied. In that paper nonlinearity compen-
sation was limited to the demodulator trellis decoder, whose
metric calculation was modified to take into account the major
satellite memoryless nonlinear distortion effects. Joint iterative
decoding and parameter estimation can be performed by
adding the parameter variables in the message-passing iterative
decoding algorithm [16], [17]. However, each parameter to be
estimated in the iterative loop slows the convergence of the
iterative decoder and changes its properties, thus significantly
increasing the overall complexity of the demodulator. In
this work, we consider low-complexity closed-loop modules
for timing, amplitude and phase synchronization, with sub-
optimum yet good performance.

This paper is organized as follows. Sect. II describes the
system model and the main effects of the nonlinear amplifier.
Sect. III briefly describes APSK signal sets and presents
an optimization procedure based on mutual information. In
Sect. IV we review the pre- and post-compensation techniques
against nonlinear distortion, and discuss their applicability
to coded APSK systems. Sect. V describes the proposed
low-complexity demodulator, in particular the clock timing,
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amplitude and carrier phase estimation schemes. Sect. VI gives
a brief description of the system we use as benchmark for
comparison, and shows some numerical results that illustrate
the benefits of the proposed system over today standard. Main
conclusions and findings are finally summarized in Sect. VII.

II. SYSTEM MODEL

We consider a communication system composed of a digital
modulator, a square-root raised cosine (SRRC) band-limiting
filter, and a nonlinear high power amplifier (HPA) with typical
Travelling Wave Tube Amplifier (TWTA) characteristic for
a satellite in Ku/Ka-band. This model is representative of a
satellite bent-pipe transponder with uplink noise negligible
compared to the downlink. Due to the tight signal band-
limiting the impact of the satellite input and output analog
filters is assumed negligible. The baseband equivalent of the
transmitted signal at time t, sT (t) is given by:

sT (t) =
√
P

L−1∑
k=0

x(k)pT (t− kTs) (1)

where P is the signal power, x(k) is the k-th transmitted sym-
bol, drawn from a complex-valued APSK signal constellation
X , with |X | = M , described in detail shortly hereafter, pT (t)
is the SRRC transmission filter impulse response, and Ts is
the symbol duration (in seconds), corresponding to a channel
use. The coded modulation spectral efficiency R is the number
of information bits divided by the modulator baud rate, i. e.,
R = r log2M , r being the coding rate and M the modulation
cardinality.

The signal sT (t) passes through an amplifier (HPA) op-
erated close to the saturation point. In this region, the HPA
shows non-linear characteristics that induce phase and am-
plitude distortions to the transmitted signal. The amplifier is
modeled by a memoryless non-linearity, with an output signal
sA(t) at time t given by:

sA(t) = F
(|sT (t)|)ej(φ(sT (t))+Φ(|sT (t)|)), (2)

where we have implicitly defined F (A) and Φ(A) as the
AM/AM and AM/PM characteristics of the amplifier for a
signal with instantaneous signal amplitude A. The signal
amplitude is the instantaneous complex envelope, so that the
baseband signal is decomposed as sT (t) = |sT (t)|ejφ(sT (t)).
For the numerical examples in the following we will consider
the AM/AM and AM/PM characteristics shown in Fig. 1.

We introduce the parameter Eb/N0|sat defined as the ratio
between the transmitted energy per bit when the amplifier is
driven at saturation by a continuous wave (CW) carrier and
the noise power spectral density at the demodulator input
[10]. Note that the sub-fix “sat” refers to HPA saturation.
The signal-to-noise ratio at the demodulator input Eb/N0|inp

is reduced by the output back-off (OBO, in dB) with respect to
the value in a system operating with a single constant-envelope
signal at amplifier saturation:

Eb
N0

∣∣∣
sat

(IBO) =
Eb
N0

∣∣∣
inp

(IBO) + OBO (IBO) (in dB). (3)

Additionally, due to constellation warping and satellite
channel induced ISI, the demodulator performance is degraded
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Fig. 1. AM/AM (crosses) and AM/PM (circles) characteristics of the
reference Ka-band TWT amplifier.

by an amount D with respect to an ideal linear AWGN chan-
nel. This quantity depends on the HPA distortion and hence on
the IBO/OBO characteristic (see Fig. 1). With this degradation,
the effective demodulator input Eb/N0, Eb/N0|eff, is given by:

Eb
N0

∣∣∣
sat

(IBO) =
Eb
N0

∣∣∣
eff

+OBO (IBO)+D(IBO) (in dB). (4)

With Eq. (4) we can find an optimum HPA operating point
that minimizes Eb/N0|sat. This point represents the best trade-
off between the increasing power loss (OBO) related to the
higher IBO and the reduction of the distortion (D) due to the
improved linearity experienced by a larger IBO.

III. CONSTELLATION OPTIMIZATION IN AWGN

M -APSK constellations are composed of nR concentric
rings, each with uniformly spaced PSK points. The signal
constellation points x are complex numbers, drawn from a
set X given by:

X =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

r1e
j
�

2π
n1
i+θ1

�
i = 0, . . . , n1 − 1, (ring 1)

r2e
j
�

2π
n2
i+θ2

�
i = 0, . . . , n2 − 1, (ring 2)

...

rnRe
j
�

2π
nR

i+θnR

�
i = 0, . . . , nnR − 1, (ring nR)

(5)
where we have defined n�, r� and θ� as the number of points,
the radius and the relative phase shift corresponding to the
�-th ring respectively. We will nickname such modulations as
n1+. . .+nnR−APSK. Fig. 2 depicts the 4+12- and 4+12+16-
APSK modulations with quasi-Gray mapping. In particular, for
next generation broadband systems [1], [3], the constellation
sizes of interest are |X | = 16 and |X | = 32, with nR = 2 and
nR = 3 rings respectively. In general, we consider that X is
normalized in energy, i.e., E[|x|2] = 1, which implies that the
radii r� are normalized such that

∑nR
�=1 n�r

2
� = 1. Notice also

that the radii r� are ordered, so that r1 < . . . < rnR .
For convenience we define the phase shifts and the ring

radii in relative terms rather than in absolute terms, as in (5).
We let φ� = θ� − θ1 for � = 1, . . . , nR be the phase shift of
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Fig. 2. Parametric description and pseudo-Gray mapping of 16 and 32-
APSK constellations with n1 = 4, n2 = 12, φ2 = 0 and n1 = 4, n2 = 12,
n3 = 16, φ2 = 0, φ3 = π/16 respectively. Mapping for 4+12+16-APSK in
brackets ().

the �-th ring with respect to the inner ring. We also define
ρ� = r�/r1 for � = 1, . . . , nR as the relative radii of the �-th
ring with respect to r1. In particular, φ1 = 0 and ρ1 = 1.

We are interested in finding an APSK constellation, defined
by the parameters ρ = (ρ1, . . . , ρnR) and φ = (φ1, . . . , φnR),
such that a given cost function f(X ) reaches a maximum.
Rather than the classical minimum Euclidean distance, mutual
information allows us to optimize the performance at the
coded system Eb/N0 operating point. We assume a linear
AWGN channel; robustness against nonlinear distortion will
be achieved in a second step through exploitation of constel-
lation pre-compensation.

The mutual information (assuming equiprobable symbols)
for a given signal set X provides the maximum transmission
rate (in bits/channel use) at which error-free transmission is
possible with such signal set, and is given by (e.g. [18]),

f(X ) = I(X ;Y ) = log2M−
1
M

∑
x∈X

En

[
log2

(∑
x′∈X

e
− 1
N0

∣∣√Es(x−x′)+n
∣∣2−|n|2

)]
.

(6)

It was found in [9] that the maximum mutual information
does not depend on φ. Therefore, the optimization can be
done by simply finding the ρ2 that maximizes the mutual in-
formation. This result was found to hold true also for the other
constellations and hence, in the following, mutual information
optimization results do not account for φ. Fig. 3 compares the
mutual information of optimized 16-APSK modulations versus
16-PSK and 16-QAM. Table I summarizes the optimized
16- and 32-APSK parameters for various coding rates. More
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Fig. 3. Mutual information for the optimized APSK signal constellations
versus QAM and PSK.

TABLE I

OPTIMIZED CONSTELLATION PARAMETERS FOR 16-ARY AND 32-ARY

APSK

Modulation order Coding rate r Spectral eff. (b/s/Hz) ρopt
1 ρopt

2

4+12-APSK 2/3 2.67 3.15 N/A
4+12-APSK 3/4 3.00 2.85 N/A
4+12-APSK 4/5 3.20 2.75 N/A
4+12-APSK 5/6 3.33 2.70 N/A
4+12-APSK 8/9 3.56 2.60 N/A
4+12-APSK 9/10 3.60 2.57 N/A

4+12+16-APSK 3/4 3.75 2.84 5.27
4+12+16-APSK 4/5 4.00 2.72 4.87
4+12+16-APSK 5/6 4.17 2.64 4.64
4+12+16-APSK 8/9 4.44 2.54 4.33
4+12+16-APSK 9/10 4.50 2.53 4.30

details on constellation optimization and code design can be
found in [19]. These values are used in the DVB-S2 standard
[1].

IV. SATELLITE CHANNEL DISTORTION COMPENSATION

Generally speaking, the amplifier non-linearity has two
major effects. First, the very constellation is distorted as
the constellation points are mapped by the HPA nonlinear
characteristic to a different point (amplitude, phase). Fur-
thermore, the relative positions of the constellation points
change. As discussed in Sect. IV-A.1 this impairment can
be reduced by ad-hoc static pre-compensation at the trans-
mitter, or post-compensation at the receiver. Second, inter-
symbol interference (ISI) appears at the receiver as the HPA,
although memoryless, is driven by a signal with controlled
ISI due to the presence of the modulator SRRC filter. This
leads to an overall nonlinear channel with memory. As a
consequence, the demodulator SRRC is not matched anymore
to the incoming signal. This issue is to be tackled mainly with
a pre-equalization at the modulator [5], or equalization at the
demodulator or a combination of the two techniques (see Sect.
IV-A.2-IV-B).
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A. Pre-compensation at the Transmitter

Although results presented in Sect. III indicated a slight
superiority of 6+10-APSK, for nonlinear transmission over an
amplifier, 4+12-APSK is preferable to 6+10-APSK because
the presence of more points in the outer ring allows to
maximize the HPA DC power conversion efficiency. It is better
to reduce the number of inner points, as they are transmitted
at a lower power, which corresponds a lower DC efficiency –
the HPA power conversion efficiency is monotonic with the
input power drive up to its saturation point. Fig. 4 shows
the distribution of the transmitted signal envelope for 16-
QAM, 4+12-APSK, 6+10-APSK, 5+11-APSK, and 16-PSK;
the shaping filter is a square-root raised cosine (SRRC) with
roll-off factor α = 0.35. As we observe, the 4+12-APSK enve-
lope is more concentrated around the outer ring amplitude than
16-QAM and 6+10-PSK, being remarkably close to the 16-
PSK case. This shows that the selected constellation represents
a good trade-off between 16-QAM and 16-PSK, with error
performance close to 16-QAM, and resilience to nonlinearity
close to 16-PSK. Therefore, 4+12+APSK is preferable to the
rest of 16-ary modulations considered. Similar advantages
have been observed for 32-APSK compared to 32-QAM.

1) Static Distortion Compensation: The simplest approach
for counteracting the HPA nonlinear characteristic is to modify
the complex-valued constellation points at the modulator side.
Thanks to the multiple-ring nature of the APSK constellation,
pre-compensation is easily done by a simple modification of
the parameters ρ� and φ�. The known AM/AM and AM/PM
HPA characteristics are exploited in order to obtain a good
replica of the desired signal constellation geometry after the
HPA, as if it had not suffered any distortion. This can be
simply obtained by artificially increasing the relative radii ρ�
and modifying the relative phases φ� at the modulator side.

The calculation of the pre-distorted constellation parameters
can be made with the technique described in [14] for the
computation of the distorted constellation center of mass
(centroids) seen at the demodulator matched filter output. With
knowledge of the satellite link characteristics, the static pre-

compensation parameters can be calculated off-line, in the
following steps: 1) Generation of S blocks of W symbols
over which the symbol matched filter (SMF) centroids are
computed (transmission in the absence of white noise); 2)
Computation of the error signal at the end of each block; 3)
Pre-distorted constellation point update. The latter task can be
readily achieved through an iterative least mean square (LMS)
type of algorithm illustrated by the following equations:

|x(n)
pre|(s+ 1) = |x(n)

pre|(s) − γre
(n)
c (s) (7)

arg
(
x(n)

pre(s+ 1)
)

= arg
(
x(n)

pre(s)
)− γφψ(s) (8)

e(n)
c (s) = r(n)

c (s) ejθ
(n)
c (s) − |x(n)| (9)

r(n)
c (s) ejθ

(n)
c (s) =

1
W

∑
k∈ln

sW+1≤k≤(s+1)W

y(k) (10)

ψ(s) =

⎧⎪⎨
⎪⎩

arg
(
e
(n)
c (s)

)− 2π if arg
(
e
(n)
c (s)

)
> π

arg
(
e
(n)
c (s)

)
+ 2π if arg

(
e
(n)
c (s)

)
< −π

arg
(
e
(n)
c (s)

)
if | arg

(
e
(n)
c (s)

)| ≤ π

(11)

where the index n refers to the constellation point, l(n)

indicates the conditioning to the constellation point n, s refers
to the iteration step of the algorithm, y(k) represents the k-
th SMF output complex sample, x(n) represents the APSK
complex constellation reference point, r(n)

c (s) and θ(n)
c (s) are

the modulus and the phase of the SMF output complex n-th
centroid computed at step s, is x(n)

pre(s) the pre-distorted n-th
constellation point computed at step s, γr and γφ the adap-
tation steps for the pre-distorted constellation point modulus
and the phase respectively.

For example, the optimal 4+12-APSK pre-distortion para-
meters are ρ′2 = 3.5 and Δφ = 25 deg for an IBO=3 dB
and ρ′2 = 3.7 and Δφ = 27 deg for a smaller IBO=2 dB
(see Fig. 5-a). As expected, the pre-distorted constellation is
expanded, e. g., ρ′2 > ρ2. The new constellation points x′

follow (5), with new radii r′1, r′2, such that F (r′1) = r1, and
F (r′2) = r2.

Concerning the phase, it is possible to pre-correct for effect
of the HPA on the phase HPA between inner and outer
rings through a simple change in the relative phase shift by
φ′2 = φ2 + Δφ, with Δφ = φ(r′2) − φ(r′1). These operations
can be readily implemented in the digital modulator by sim-
ply modifying the reference constellation parameters ρ′, φ′,
with no hardware complexity impact or out-of-band emission
increase at the linear modulator output. The compensation
effort is shifted into the modulator side, allowing the use of an
optimal demodulator/decoder for AWGN channels even when
the amplifier is close to saturation. The signal at the modulator
output is then

spre
T =

√
P

L−1∑
k=0

x′(k)pT (t− kTs) (12)

where now x′(k) ∈ X ′ being the pre-distorted symbols with
r′� and φ′� for � = 1, . . . , nR.

To show the effect of this compensation, the scatter dia-
gram at the output of the SRRC (with roll-off factor 0.35)
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Fig. 5. 4+12 PSK signal constellation: a) Modulator output roll-off factor
0.35 with pre-compensation (ρ2 = 3.7, Δφ = 27 degrees); b) Demodulator
SRRC filter output noiseless scatter diagram for 16-APSK in the nonlinear
channel for IBO=2 dB, roll-off factor 0.35 with pre-compensation (ρ2 = 3.7,
Δφ = 27 degrees).

receiver matched filter is shown in Fig. 5-b for 16-APSK with
IBO=2 dB. For clarity, the scatter diagram at the SMF has
been obtained in the absence of AWGN. Despite the strong
channel nonlinearity the center of mass, corresponding to the
scattered diagram, closely follows the optimum 4+12-APSK
constellation, for which the optimum parameters are ρ2 = 2.7
and φ = 0.

Measurements showed that the HPA characteristic sensitiv-
ity to temperature or aging results in a limited change of gain

but not in a modification of the AM/AM, AM/PM charac-
teristics shape. The limited gain variations are compensated
by the satellite transponder automatic level control (ALC)
device, thus off-line pre-compensation has a long term value.
If required, the compensated parameters can be adapted to
track larger slow variations in HPA characteristic due to aging.

2) Dynamic Distortion Compensation: The dynamic pre-
compensation approach by Sari [5] considers not only the
current constellation symbol, as done in the case of static pre-
compensation, but also for Q symbols before and after. In gen-
eral for M-QAM modulation the possible pre-distortions are
now M2Q+1. Similar to the static pre-compensation described
before, the pre-distorter complex values can be obtained off-
line minimizing the minimum squared error (MSE) between
the ideal constellation and the noiseless points measured after
the demodulator symbol matched filter. This can be achieved
through an extension of the methodology described for the
static approach. In this case, the number of updating equations
for M-QAM is M2Q+1 which can be reduced to M2Q+1/4
exploiting the M-QAM quadrant symmetry [5]. For APSK
the memory requirement can be further reduced to 3MQ/16.
The main drawback of this technique is the amount of time
required to compute the pre-distortion coefficients and the
memory required which grows rapidly with the constellation
and memory parameters (M , Q). It should also remarked that
the dynamic pre-compensation is less effective than the static
one when more than one carrier is passing through the same
HPA. This is because the uncorrelated intermodulation noise
among carriers will dominate over the ISI thus making the
dynamic pre-compensation ineffective.

B. Dynamic Post-compensation at the Receiver

An alternative approach to dynamic pre-distortion tech-
niques is represented by demodulator equalization. Two main
approaches are revisited in the following, namely linear and
nonlinear equalization. The typical linear equalization corre-
sponds to the case of a decision-directed complex AGC (also
called vector tracker) see Appendix II of [14]. It was observed
in [10] that linear equalization does not provide any significant
improvement over nonlinear channels.

The post-compensation in the (trellis) decoder metric calcu-
lation was proposed in [14]. In that work, the metric computer
for the TCM decoder used the distorted constellation X ′ as
reference constellation, and the metric corresponding to the
distorted constellation point x′ ∈ X is given by,

M(y|x′) ∝ exp
(
− 1
N0

|y −
√
Esx

′|2
)

(13)

where ∝ indicates proportionality and the x′ ∈ X are the
centroids of the distorted constellation at the matched filter
output.

A somewhat more complex approach is adaptive nonlinear
equalization, based on a Volterra series expansion [10], where
it is shown to provide considerable advantages for PSK
modulations in terms of ISI reduction. Furthermore, it also
allows to reduce the optimum operating IBO, thus improving
the HPA utilization. However, it is expected that this advantage
will be more pronounced for 16-QAM than for double-ring
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APSK with pre-compensation, as this case is already very
close to the optimal linear channel performance. A second
drawback is that the improvement will be somewhat masked
at the low SNR typical of powerful encoded transmission.
This conjecture about the limited improvement provided by
a non-linear equalizer for heavily coded modulation will be
substantiated in the following (see Sect. VI).

V. DEMODULATION AND SYNCHRONIZATION ISSUES

In this section we will describe demodulation and synchro-
nization issues concerning the design of a complete digital
demodulator for the coded APSK system. In particular we
will investigate simple timing, amplitude and phase estimation
algorithms able to operate at the low SNRs corresponding to
a near-Shannon coded modulation.

A. Timing Recovery

The Non Data-Aided (NDA) symbol clock estimation
scheme proposed by Gardner [20] can be applied, since it
works without any data knowledge and exhibits very satisfac-
tory performance even at low signal-to-noise ratios. Extraction
of the k-th normalized sampling epoch εk is performed recur-
sively via the following “closed-loop” equation,

ετ (k + 1) = ετ (k) − γτeτ (k), (14)

where eτ (k) is the Timing Error Detector (TED) function

eτ (k) = Re
{
y(k)∗

[
y
(
k +

1
2

)
− y
(
k − 1

2

)]}
, (15)

and y(k) are the symbol matched filter output samples. As
is apparent, the error detector signal is obtained using the
on-time interpolated sample y(k) � y[(k + εk)Ts] and the
late/early samples y(k + 1

2 ) and z(k − 1
2 ) shifted by half

the symbol time. The updating step-size γτ is related to the
equivalent one-sided loop noise bandwidth BLτ as follows,

γτ =
4BLτTs

Aτ (1 + 2BLτTs)
, (16)

where Aτ is the slope at the equilibrium point of the average
TED characteristic (S-curve). As observed in [20], the timing
discriminator performance is invariant to carrier phase, so that
timing information can be extracted without prior acquisition
of the carrier recovery loop. As for the digital timing inter-
polator, we employed the cubic interpolator described in [21]
and [22].

B. Amplitude Recovery

The NDA Automatic Gain Control (AGC) algorithm for the
acquisition phase described in [14] is used, for which the the
(k+1)-th value of the variable gain Ck+1 is derived recursively
as:

Ck+1 = Ck − γa
(
Ck|y(k)| −A1

)
, (17)

where A1 � E{|y(k)|}. For a loop adaptation step γα of
5 · 10−4, the amplitude rms error provided by the NDA AGC,
is fully acceptable (see [14] for details).

C. Phase Recovery

Standard decision directed (DD) schemes exploiting trellis
decoder tentative decisions, as in [14], cannot be adopted
because of the long intrinsic decoding delay which will cause
instabilities in the carrier phase estimation loop. The approach
pursued in [23] exploits the decisions of the inner convolu-
tional decoder and the hard decisions for the remaining coded
symbols to wipe-off data modulation in the phase estimation
process. However, the symbol decisions provided in this way
are not expected to be significantly better than hard-decisions
at the decoder input considering the very low operating SNR
typical of a turbo decoder, and the weakness of the inner code
(accumulator, 2-state rate-1 convolutional code). In order to
keep complexity within reasonable limits, and due to longer
convergence delays of the joint phase detector and decoder,
we do not consider iterative phase estimators as [16], [17].

In [24] we showed that a four-quadrant Decision-Directed
(DD) (4Q-DD or 4Q-slicing) approach, consisting in partition-
ing the I-Q plane in four quadrants as for QPSK modulation
and taking hard decisions at symbols level, is a workable
approach for the phase recovery of 16-APSK and 16-QAM
modulations. However, the estimator suffered from a phase
error jitter floor due to pattern noise, an artifact absent in
QPSK operation. The irreducible jitter variance for 16-APSK
is computed as:

σ2
4Q-DD =

1
4W

∑
x∈X ′

(
arg{x′} − π

4

)2

=
1

72W
(18)

where X ′
represents the set of constellation points in the first

quadrant of the complex plane, x′ is one of the elements of
X ′

and W is the phase estimator averaging time in symbols.
The quadrant decision approach is somewhat fragile against

thermal noise due to the vicinity of some of the 16-APSK
constellation points to the decision region boundaries. The
ratio between the simulated Decision Directed (DD) 16-APSK
phase standard deviation and the Modulation Constrained
Cramer-Rao (MCR) bound [25] is about 3.55 at Es/N0 =
10 dB, while for 16-QAM the same ratio is reduced to
1.92. This problem can be overcome by narrowing the loop
bandwidth when possible. However, in the presence of impor-
tant phase noise contributions originating from the consumer
receiver radio frequency front-end, the narrow loop noise
bandwidth reduction will generate cycle slips. Furthermore,
by doing so, the maximum residual frequency error that can
be tolerated by the phase recovery loop is also reduced. Thus
excessive narrowing the loop noise bandwidth to combat the
phase jitter should be avoided.

In the following, we propose a general class of P -th
power closed-loop NDA phase synchronizers for APSK. The
corresponding block diagram is shown in Fig. 6. Compared
to the 4Q-DD scheme an P -th order nonlinearity followed by
a θP phase rotation is introduced before the quadrant slicing
device. The proposed phase error detector algorithm has the
following form:

w(k) = yP (k)ejθP ,

eφ(k) = Im
{
w(k) ·

[
sign

(
Re
(
w(k)

))− j sign
(
Im
(
w(k)

))]}
(19)
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The error signal eφ(k) is then used to update the first order
phase loop phase according to φ(k) = φ(k − 1) − γφ eφ(k),
where the loop gain is related to the bandwidth BLφ by the
classical relation,

γφ =
4BLφTs

Aφ(1 + 2BLφTs)
. (20)

The DD phase discriminators S-curve Aφ depends on the
actual Es/N0 [26]; the effective loop noise bandwidth depends
in turn on the operating Es/N0. Following [26], it is common
practice to compute the discriminator slopeAφ|Es/N0=+∞ and
the corresponding loop bandwidth for Es/N0 = ∞, and refer
in the simulations to BLφ Ts(∞) = BLφTs|Es/N0=∞.

The 4Q-DD scheme described in [24] is obtained by setting
P = 1 and θP = 0 in Fig. 6. Because of the simplified 4Q-
DD approach the phase estimator implementation is simpler
than a truly DD scheme for 16-APSK and decisions are
insensitive to possible signal amplitude estimation errors. The
operations performed during this estimator suggest an alterna-
tive scheme that keeps a similar complexity, while improving
its performance. Raising a 4+12-APSK constellation to the
3rd power (in the complex domain), the original 4+12-APSK
constellation transforms into a QPSK one. It is easy to see
that the twelve external ring points collapse into a QPSK
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constellation, with amplitude 4r32, while the internal points
remain on a QPSK constellation with amplitude r31 . For typical
4+12-APSK parameters the distance between the two rings is
largely increased. This process is illustrated in Fig. 7, where
the input 4+12-APSK signal constellation is depicted, together
with the constellation after the cubic nonlinearity.

A simple 4Q-DD (quadrant slicer type) closed-loop phase
estimator [26] operating on the outer QPSK ring can be
efficiently applied to the cubic nonlinearity output. This
scheme dubbed C-4Q-DD is obtained by setting P = 3,
θP = 0 in Fig. 6. The main scheme drawback is related the
thermal noise terms enhancement at low signal-to-noise ratios
due to the cubic nonlinearity. For 32-APSK a fourth power
device transforms the constellation into an outer ring QPSK
constellation with amplitude 4r33 , a middle ring composed of
three points [4r32(e

jπ/3, −1, e−jπ/3)] and single inner point
with amplitude −2r33. A phase shift θP = π/4 is also required
to get the right constellation orientation after the nonlinearity
for the slicer correct operation. Therefore for 32-APSK the



DE GAUDENZI et al.: PERFORMANCE ANALYSIS OF TURBO-CODED APSK MODULATIONS OVER NONLINEAR SATELLITE CHANNELS 2403

−100 −80 −60 −40 −20 0 20 40 60 80 100
−1

−0.8

−0.6

−0.4

−0.2

0

0.2

0.4

0.6

0.8

1

Phase error [deg]

S
−

c
u

rv
e

E
s
/N

0
=∞

              

E
s
/N

0
=10 dB

             

E
s
/N

0
=15 dB

             

Fig. 10. Simulated APSK phase error detector S-curve for Es/N0 =
∞, 15, 10 dB; 4+12+16-APSK F-4Q-DD scheme.

8 10 12 14 16 18 20
10

−2

10
−1

10
0

10
1

E
s
/N

0
 [dB]

P
h

a
s
e

 e
rr

o
r 

s
ta

n
d

a
rd

 d
e

v
ia

ti
o

n
 [

d
e

g
]

16−APSK, C−4Q −DD
16−APSK, 4Q −DD
32−APSK, F −4Q −DD

Fig. 11. APSK simulated phase jitter for: 16-APSK 4Q-DD, 16-APSK C-
4Q-DD and 32-APSK F-4Q-DD estimators: [BL · Ts]∞ = 10−4.

scheme named F-4Q-DD requires P = 4 and θP = π/4 in
Fig. 6.

Figs. 8, 9, and 10 depict the simulated APSK phase error
detector S-curves for Es/N0 = ∞, 15, 10 dB for 4+12-
APSK 4Q-DD, 4+12-APSK C-4Q-DD, and 4+12+16-APSK
F-4Q-DD schemes respectively. It should be remarked the
regular S-curve sawtooth shape of the C-4Q-DD in absence of
noise with an unstable lock point at ± 15 degrees correspond-
ing to the outer ring phase ambiguity (360/12=30). The more
irregular shape of the 4Q-DD phase detector of Fig. 8 can be
explained by the simultaneous presence of 4+12-APSK inner
and outer ring points which show different angular distance
from the slicer boundaries. This does not happen for the C-
4-DD PED for which inner ring points collapse in the origin.
For both PEDs noise impact results in the classical smoothing
of the saw tooth shape due to the decision errors. It should
be remarked that in the absence of thermal noise the S-curve
slope of the C-4Q-DD scheme is enhanced by a factor of about
3.8 compared to the 4Q-DD one. 32-APSK results are shown

in Fig. 10: it is remarked that the narrower S-curve stable
region due to the higher constellation order. Nonetheless PED
sensitivity to phase error appears very good.

Fig. 11 illustrates the phase error (jitter) standard deviation
obtained by simulation for 4+12-APSK and 4+12+16-APSK
and the 4Q-DD, C-4Q-DD and F-4Q-DD phase estimators.
These results indicate that the C-4Q-DD PED provides a
remarkable phase error standard deviation improvement factor
of about 3 at Es/N0 = 10 dB compared to the 4Q-DD scheme
of [24]. At Es/N0 = 20 dB the improvement corresponds to
almost one order of magnitude. As we observe, a phase jitter
standard deviation of about 0.4 degrees can be achieved at
Es/N0 = 10 dB for BLφTs(∞) = 10−4. Performance results
for 32-APSK using the F-4Q-DD PED are also remarkably
good. It should be recalled that 32-APSK will typically operate
at higher Es/N0 than 4+12-APSK.

In principle the proposed phase estimators can also work
in feed-forward mode by performing a moving average of
the complex error signal contained in the argument of the
imaginary function in the phase error expression above, and
then extracting the complex signal phase. However, similarly
to what is seen in Figs. 8-10, the discriminator S-curve shape
is dependent on the actual Es/N0. While the shape has no
major impact on the feedback configuration (apart from the
above mentioned loop gain changes), for the feed-forward
estimator the non-linear S-curve characteristic and its slope
dependencies on the SNR implies a biased estimator for non-
zero phase errors. This major drawback, due to low SNR
quadrant decision errors, renders impractical the exploitation
of the feed-forward phase estimator scheme.

VI. NUMERICAL RESULTS

In this section we describe some numerical results that
illustrate the performance of coded APSK modulations with
the receiver elements described in Sect. V. As a benchmark
we briefly describe some results based on concatenated Reed
Solomon and Trellis Coder. When not stated otherwise we
assume that roll-off factor of the SRRC filter is 0.35.

The following pre- and post-compensation configurations
have been investigated: 1) “Classical” 1 16-QAM with linear
equalization; 2) “Classical” 16-QAM with a third order 30 tap
Volterra nonlinear equalizer, with LMS linear adaptation step
αlin = 10−3 and a nonlinear adaptation step αnonlin = 10−6

(see [10], [12], [15] for details on practical imlementation);
3) 4+12-APSK with linear equalization; 4) 4+12-APSK with
nonlinear equalization [12]; 5) 16-QAM with linear equaliza-
tion and modified TC decoder metrics [14]; 6) 16-QAM with
nonlinear equalization [12] and modified TC decoder metrics
[14]; 7) 4+12-APSK with static pre-compensation and linear
equalization; 8) 4+12-APSK with static pre-compensation and
nonlinear equalization [12].

A. End-to-end Simulator Description

The system under consideration is depicted in Fig. 12. The
sequence of steps in the transmitter is as follows. The binary

1By “classical” we mean that the receiver does not take into account
the distortion in the received constellation centroids for demodulation and
decoding.
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information data bits ak, at rate Rb, enter a serial-to-parallel
device (S/P) generating three parallel streams at rate Rb/3.
An encoder with rate r = 3/4 generates four parallel binary
symbol streams at rate R′

s = Rb/3, that are mapped through
a Gray mapping onto the APSK constellation generator. The
modulator I-Q streams are at symbol rate Rs = Rb/3. The
I-Q multilevel digital pulse stream is then passed to the two
baseband SRRC filters and I-Q modulated at RF. In case of
the nonlinear channel the passband real signal then drives the
HPA whose model has been described in Sect. II. White noise
representing the downlink satellite channel is then added.

The passband demodulator input signal is I-Q demodulated
to baseband using standard analog or digital techniques. The I-
Q streams are then asynchronously sampled at Ns = Ts/Tclock

samples/symbol. In practical implementations the number of
samples/symbol Ns depends on the characteristic of the anti-
aliasing filter contained in the I-Q demodulator front-end.
These samples, assumed for simplicity to be not quantized,
are then passed to the receiver SRRC matched filters. The
SRRC filter outputs are then sub-sampled at two samples per
symbol (on-time and early) by a digital interpolator [21] driven
by the timing error detector unit. The output symbol stream
is then split into on-time and early samples through a simple
S/P converter. Both streams are used to derive the timing error
information. The on-time one sample per symbol stream then

enters the digital vector tracker performing only amplitude
estimation. A dedicated phase error detector is present at
the output of the digital AGC. If required, QAM frequency
estimators are applicable to our case [27]. The turbo decoder
represents the last demodulator block.

B. Trellis-coded APSK

We first consider a standard trellis-coded modulation (TCM)
scheme over APSK modulations with set-partitioning or quasi-
set-partitioning binary labeling rules. The performance of the
16-QAM demodulator in the linear channel, including ampli-
tude, timing and phase estimation subsystem degradations, is
very close to the analytical upper bound in AWGN [28], [29].
For the 16-state code the coding gain of coded 16-QAM with
respect to uncoded 8-PSK at Pe = 10−5 is about 4.4 dB. For
quasi-error free (QEF) performance, e.g. BER on the order of
10−10, we consider a concatenated scheme for which the outer
code is the Reed Solomon code RS (188, 204) and the inner
code is the TCM. Then, the inner decoder BER is in the order
of 2·10−4 [2]. The selected 16-state optimal trellis code for
16-QAM provides performance very close to that of the 64-
state binary pragmatic trellis code selected for the DVB-SNG
standard [2].

At the receiver side, we used the NDA approach of [20]
for timing recovery, while for amplitude and phase recovery
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we used the approach described in [14], with the following
parameters: AGC adaptation step γα = 10−3, symbol clock
estimator loop noise bandwidth BLτ = 10−3 and phase
estimator loop noise bandwidth BLθ(∞) = 5 · 10−4.

Computer simulations for the 16-state TCM are reported
in Fig. 13. One should consider a required trellis decoder
output BER of 2 · 10−4 to find the corresponding Eb/N0|sat.
The proposed 16-APSK constellation with pre-compensation
achieves a gain of 3.1 dB over conventional 16-QAM with
linear complex equalization (amplitude and phase). The trellis
coded 16-QAM performs slightly better than the double-ring
16-APSK scheme proposed over the AWGN linear channel
[9]. However, in the nonlinear channel, simulation results
demonstrate the superior performance of the proposed 16-
APSK modulation. Notice that at the BER of interest, the per-
formance gap between the optimal pre-compensated 16-APSK
and its non-optimal counterpart, is much less than that for
optimal and non-optimal post-compensated 16-QAM, demon-
strating once again the inherent robustness of the proposed
schemes over nonlinear channels. At the same time while static
simple centralized pre-compensation for 16-APSK can still
provide about 0.5 dB performance improvement, decentralized
nonlinear equalization at the demodulator, despite its higher
complexity, yields only marginal improvement.

C. Turbo-coded APSK

We now report some results obtained by computer simu-
lation for a turbo-coded APSK system with bit-interleaved
coded modulation (BICM). The pragmatic approach of BICM
allows for a good coupling between such optimized APSK
modulations with powerful binary turbo-codes, due to its
inherent flexibility for multiple-rate transmission [18], [30]. In
particular, we study the serial turbo-code devised in [9] with
outer code CO the 16 states rate rO = 3/4 convolutional code,
and inner code CI the 2 states rI = 1 recursive convolutional
code (accumulator). We consider frame transmission, with
16384 information bits per frame. The corresponding spectral
efficiency is R = 3 bit/s/Hz. We do not perform demapping
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factor=0.35, clock timing and carrier phase recovery.

iterations, and we consider Gray and quasi-Gray labelings
[18], [30]. The following demodulator synchronizer settings
have been adopted throughout this section: γα = 10−3,
BLτ = 10−3, BLφ = 5 ·10−5. As for trellis coded modulation
we used a third-order timing interpolator. If not specified, the
number of decoding iterations is set to 10. Fig. 14 shows
the performance of such turbo-coded APSK system over a
nonlinear satellite channel with IBO = 2dB. For the sake of
completeness, we provide also results for the linear AWGN
channel, with and without the NDA synchronizer.

We first observe that in the AWGN channel, QEF perfor-
mance gain is about 1.65 dB with respect to the 16-states
TCM. Notice also, that due to the concatenation with the
RS code, the transmission rate corresponding to the TCM is
reduced approximately by a about 8 %. This amounts to a
total gain of about 2.0 dB, for an increase in complexity of a
factor 20-40.

Due to the marginal gain offered by nonlinear Volterra
equalization for the case of TCM, we did not consider it
for the turbo-coded APSK. The IBO operating point was
optimized by simulation, as shown in [9], [14]. The Eb/N0

was selected in the middle of the waterfall BER region to
allow for capturing the BER variation. Clearly optimization
cannot be performed at Pb = 10−10 but the current working
point hardly differs from the QEF in terms of SNR. The
decoder input SNR was computed based on the effective
demodulator input Eb/N0 previously defined (see eqn. (3))
[Eb/N0]eff . Results corresponding to the BER performance
with the optimal IBO = 2 dB, are shown in Figure 14. Thanks
to the combination of a powerful turbo code and a robust
16-APSK modulation we can operate over a typical satellite
nonlinear channel for QEF performance at only 1.3 dB OBO
with a degradation with respect to the linear channel of only
0.9 dB and an operating [Eb/N0]inp = 6.9 dB or [Eb/N0]sat =
8.2 dB. This shall be compared to the [Eb/N0]sat = 13.1 dB
required by conventional TC-16-QAM over nonlinear satellite
channels. This represents an improvement of about 5 dB
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in power and 8 % in spectral efficiency compared to the
conventional TC-16-QAM representing today’s baseline for
high-speed satellite links. The adoption of the more complex
dynamic pre-distortion technique with memory Q = 5 brings
an extra gain of about 0.8 dB in terms of Eb/N0|sat at the
optimum operating point corresponding now to IBO = 1 dB.

VII. SUMMARY AND CONCLUSIONS

Extensive analysis and simulations for coded APSK modu-
lations, with particular emphasis on its applicability to satellite
broadband communications have been presented in this paper.
The impact of typical satellite nonlinearities and techniques to
counteract their impact on the demodulator performance has
been analyzed. Also simple yet effective techniques for digital
demodulator synchronization recovery have been devised and
their performance analyzed. It is shown that coded APSK
with simple digital pre-distortion techniques based on look-
up tables can achieve very good performance with satellite
HPA driven at saturation (16-APSK) or with limited back-off
(32-APSK). The simple digital algorithms for AGC, clock and
phase recovery are shown to cause very small demodulator im-
pairment compared to theoretical performance. The proposed
turbo coded APSK scheme is shown to provide remarkable
advantages in terms of power saving when used over typical
satellite nonlinear channels.

For the case of carrier phase estimation, we have proposed a
new class of closed-loop non-data-aided (NDA) synchronizers
for APSK modulations and evaluated some of their properties
(S-curves, phase jitter). We show that the new APSK phase
synchronizers show no phase jitter floor due to pattern noise.
We finally evaluate the overall performance of the proposed
turbo-coded APSK demodulator by means of an end-to-end
computer simulator, and we show an improvement of about
5 dB in power and 8 % in spectral efficiency compared to
conventional Trellis-Coded 16-QAM.
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France. From June 2003 to July 2004 he has been a visiting scholar at the
Communications Theory Lab at EPFL. Since September 2004 he is at the
Institute for Telecommunications Research, University of South Australia,
Mawson Lakes, Australia, as a Research Fellow. During June-July 2005 he
has held a visiting appointment at Ecole Nationale Superieure des Telecom-
munications, Paris, France. His specific research interests are in the area of
communication theory, information theory, coding theory, digital modulation
and signal processing techniques, particularly with wireless terrestrial and
satellite applications.
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