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Abstract—This paper presents the outage analysis of multiple-
input multiple-output (MIMO) block-fading channels with near-
est neighbour decoding and mismatched channel state infor-
mation at the receiver (CSIR). Based on mismatched decoding
arguments, we demonstrate the achievability of the generalised
outage probability, the probability that the generalised mutual
information (GMI) is less than the target data rate, and show
that this probability is the fundamental limit for independent
and identically distributed (i.i.d.) codebooks. We then analyse the
behaviour of the generalised outage probability at high signal-
to-noise ratio (SNR) regime. For both Gaussian and discrete
signal codebooks, we provide a simple characterisation of the
mismatched CSIR SNR exponents and derive the necessary
condition on the block length to achieve those SNR exponents.

I. INTRODUCTION

The block-fading channel is a commonly used model to

study reliable communication of delay-limited applications

over slowly-varying fading [1]. In this model, the transmission

of the encoded message spans a finite number of fading

realisations. Within a block-fading period, the channel gains

remain constant, varying from block to block according to

some underlying distribution.

The assumption of perfect channel state information at

the receiver (CSIR) has been widely used to investigate

reliable communication over block-fading channels [1]–[4].

Malkämaki and Leib [3] showed that the outage probability,

i.e., the probability that the mutual information is smaller

than the target rate [1], is the fundamental limit of the

channel. Furthermore, optimal codes should be maximum-

distance separable (MDS) on a blockwise basis, i.e., achieving

the Singleton bound on the blockwise Hamming distance of

the code with equality [2]–[4]. Reference [4] proved that the

outage probability as a function of the signal-to-noise ratio

(SNR) decays linearly in a log-log scale with a slope given by

the outage diversity or SNR exponent. This SNR exponent is

shown to be the Singleton bound [4] for the codes constructed

over discrete alphabets, showing the optimal trade-off between

the diversity and the target rate. On the other hand, Gaussian

codebooks of positive rates achieve the maximum diversity.

For perfect CSIR, nearest neighbour decoding yields min-

imal error probability [3], [5]. The perfect CSIR assump-

tion, however, implies that the channel estimator provides

1This work has been partly supported by the Yousef Jameel Foundation.

the decoder with a perfectly accurate channel estimate. This

assumption is too optimistic and very difficult to guarantee

in practice. The time-varying fading characteristics imply that

the receiver is likely to be unable to keep track on the channel

fluctuations exactly. This makes nearest neighbour decoding

inherently suboptimal.

This paper studies the robustness of that nearest neighbour

decoder for the transmission over multiple-input multiple-

output (MIMO) block-fading channels when the receiver has

access only to the noisy CSIR. We approach the problem

by studying the generalised mutual information (GMI) [6],

[7] as the achievable rate for nearest neighbour decoder with

imperfect CSIR. In particular, using the GMI we establish

the achievability of the generalised outage probability, the

probability that the GMI is less than the target rate, in

MIMO block-fading channels. Furthermore, we characterise

the behaviour of this probability at high SNR and find that

the SNR exponent is given by the simple formula

dicsir = min(1, de)× dcsir (1)

where dcsir is the perfect CSIR outage exponent and de
is the channel estimation error diversity. Interestingly, this

relationship holds for both Gaussian-input and discrete-input

codebooks. This formula is valid for MIMO channels with

any numbers of transmit and receive antennas; thus, it gen-

eralises our preliminary result for single-antenna systems in

[8]. Furthermore, we prove that the SNR exponent, dicsir,
is achieved by Gaussian codes with finite length as long

as the length is larger than a threshold, which depends on

the fading distribution. On the other hand, discrete input

codes only achieve dicsir with block length growing with the

logarithm of SNR. These results validate the use of perfect

CSIR code designs based on Gaussian and discrete inputs, and

provide guidelines for designing reliable channel estimators

that achieve the optimal SNR exponents. Furthermore, the

results are applicable to a wide-range of fading distributions

including Rayleigh, Rician, Nakagami-m, Nakagami-q and

Weibull fading models.

II. SYSTEM MODEL

Consider transmission over a MIMO block-fading channel

with nr receive antennas, nt transmit antennas and B fading

blocks corrupted by additive white Gaussian noise (AWGN)



and affected by a fading matrix, Hb ∈ C
nr×nt , b = 1, . . . , B.

The input-output relationship of the channel is

Yb =

√

snr

nt
Hb Xb +Zb, b = 1, . . . , B (2)

where Yb,Zb ∈ Cnr×L and Xb ∈ Cnt×L are the received,

the noise and the transmitted signal matrices corresponding

to block b, respectively; L denotes the block length. We

assume that the entries of Zb are independent and identically

distributed (i.i.d.) zero-mean unit-variance complex circularly

symmetric Gaussian random variables.

At the transmitting end, we consider coding schemes given

by M ⊂ C
nt×N of a fixed rate R and length N = BL, whose

codewords are defined as X =
[

X1, · · · ,XB

]

∈ Xnt×BL,

where X denote the signal constellation. The codewords

are assumed to satisfy the average input power constraint
1

BL
E[‖X‖2] ≤ nt.

Each entry of the channel matrix, hb,r,t, is assumed to have

probability density function (p.d.f) given by [9]

phb,r,t
(h) = w0|h|

τe−w1|h−w2|ϕ (3)

where w0 > 0, τ ∈ R, w1 > 0, w2 ∈ C and ϕ > 1 are

constants (finite and SNR independent). This model subsumes

a number of widely used fading distributions as tabulated in

Table I. For Rayleigh and Rician fading channels, the above

p.d.f. represents the p.d.f. of the complex random Gaussian

variable. For Nakagami-m, Weibull and Nakagami-q fading

channels, the above p.d.f. represents the distribution of the

fading magnitude; uniformly distributed phase over [0, 2π) is

assumed. Note that Ω denotes the variance except for Weibull,

where its variance is given by Ω2Γ(1 + 2/η)2. Furthermore,

we assume that the average of fading gain is normalised to

one, i.e. E
[

tr(H†H)
]

= ntnr.

At the receiving end, we employ channel estimators that

yield accurate yet imperfect channel estimate, i.e.

Ĥb = Hb +Eb, b = 1, . . . , B (4)

where Ĥb ∈ Cnr×nt and Eb ∈ Cnr×nt are the imperfect

channel estimate and the channel estimation error, respectively.

The entries of Eb are assumed to follow i.i.d. Gaussian random

variables with zero mean and variance σ2
e , where

σ2
e = snr

−de . (5)

Thus, we have assumed a family of channel estimators for

which the CSIR noise variance is decreasing with SNR. This

model is widely used in space-time decoding with imperfect

channel estimation at the receiver [10], [11] for which the error

variance is proportional to the reciprocal of pilot SNR.

To decode the received codewords, we consider a nearest

neighbour decoder, which uses the imperfect channel estimate

as if it were perfect. Assuming a memoryless channel, it

performs decoding by calculating the following metric

Q
Y |X,Ĥ

(y|x, Ĥb) =
1

πnt
e−‖y−Ĥb

√
snrx‖2

(6)

2Note that Γ(x) =
∫ ∞
0

tx−1e−tdt is the Gamma function

TABLE I
P.D.F. FOR DIFFERENT FADING DISTRIBUTION

Fading type w0 τ w1 w2 ϕ

Rayleigh 1
πΩ 0 1

Ω 0 2

Rician 1
πΩ 0 1

Ω µ 2

Nakagami-m mm

mΩmΓ(m) 2m− 2 m
Ω 0 2

Weibull ηΩ−η

2π η − 2 1
Ωη 0 η

Nakagami-q See footnote2

for each channel use. The decision is made at the end of BL
channel uses for a single codeword.

Define αb,r,t , −
log |hb,r,t|2

log snr
, α̂b,r,t , −

log |ĥb,r,t|2
log snr

and

θb,r,t , −
log |eb,r,t|2

log snr
. Then, αb, α̂b and θb are nr×nt matrices

whose element at row r and column t is given by αb,r,t, α̂b,r,t

and θb,r,t, respectively, for all r = 1, . . . , nr and t = 1, . . . , nt.

This change of random variables is used to analyse the p.d.f.

at high SNR regime.

III. OUTAGE AND GENERALISED OUTAGE PROBABILITY

This section reviews the fundamental concepts of outage

[3], [4] and introduces the concept of generalised outage in

MIMO block-fading channels.

Definition 1: The information outage probability, Pout(R),
is defined by the probability that the mutual information is

less than the target rate, R, i.e. [3], [4]

Pout(R) , Pr{I(H) < R} (7)

where

I(H) =
1

B

B
∑

b=1

Iawgn

(√

snr

nt
Hb

)

(8)

and Iawgn
(
√

snr

nt
Hb

)

is the mutual information (in bits per

channel use) for MIMO AWGN channel with a channel matrix
√

snr

nt
Hb.

Reference [3] shows that with a perfectly known CSIR, the

fundamental limit of block fading channels is given by this

Pout(R). As the block length grows to infinity, the smallest

error probability that can be achieved is the outage probability.

When the CSIR is limited to a noisy channel estimate Ĥ

and the receiver supplies this estimate to the decoder, then

the decoder is mismatched. For a fixed channel and channel

estimation error, the error probability of the ensemble of

random codes can be upper-bounded as [7], [12]

P̄e(Ĥ) ≤ 2−NEQ
r (R,Ĥ) (9)

2Nakagami−q p.d.f. is given by 1+q2

2πqΩ
I0

(

(1−q4)|h|2

4q2Ω

)

e
−

(1+q2)2

4q2Ω
|h|2

.

Notice that the zero-order modified Bessel function of the first kind, I0(x),
can be bounded by 1 ≤ I0(x) ≤ ex, for x ≥ 0 [9].



where EQ
r (R, Ĥ) is the mismatched decoding error exponent

[7], [12]. Error exponent analysis [12] shows that EQ
r (R, Ĥ)

is positive whenever we have R ≤ Igmi(Ĥ) − ǫ, and zero

otherwise, proving the achievability of Igmi(Ĥ) for a fixed

channel and channel estimate realisations, where

Igmi(Ĥ) = sup
s>0

1

B

B
∑

b=1

Igmi
b

(√

snr

nt
Ĥb, s

)

(10)

and

Igmi
b

(√

snr

nt
Ĥb, s

)

= E



log2

Qs

Y |X,Ĥ
(Y |X, Ĥb)

E

[

Qs

Y |X,Ĥ
(Y |X ′, Ĥb)

∣

∣

∣Y
]



 . (11)

Definition 2: The generalised outage probability is defined

as the probability that the GMI is less than the data rate, i.e.

Pgout(R) , Pr{Igmi(Ĥ) < R}. (12)

The information-theoretic meaning of Pgout(R) can be

explained as follows. Using (9), the error probability averaged

over all the fading and channel estimation error is upper-

bounded as

P̄e ≤ E

[

2−NEQ
r (R,Ĥ)

]

. (13)

In the limit of large N , the above expression becomes

P̄e ≤ Pr{Igmi(Ĥ) < R} , Pgout(R). (14)

This analysis shows the achievability of Pgout(R) in MIMO

block-fading channels. Unfortunately, general tight converse

results are not available for mismatched decoding [6] which

implies that there may exists codes whose error probability for

large block length is lower than Pgout(R). However, as shown

in [13]–[15], i.i.d. codebooks have a GMI converse, i.e., no

rate larger than the GMI can be transmitted with vanishing

error probability for i.i.d. codebooks.

Proposition 1: In MIMO block-fading channels, the lower

bound of the error probability for i.i.d. codebooks with suffi-

ciently large block length is given by

P̄e ≥ Pgout(R) ≥ Pout(R). (15)

Proof: The inequality of P̄e ≥ Pgout(R) comes out from

the GMI converse in [15] for i.i.d. codebooks. The inequality

of Pgout(R) ≥ Pout(R) is due to the data-processing inequal-

ity for error exponents, i.e., EQ
r (R, Ĥ) ≤ Er(R,H) [7], [12].

Remark 1: The second inequality in the Proposition 1 is

general for any decoding metric and any codebooks generation

(not only restricted to i.i.d. codebooks) since the inequality is

due to the data processing inequality for error exponents.

IV. MISMATCHED CSIR SNR EXPONENTS

We now characterise the behaviour of the generalised out-

age probability at high SNR regime with nearest neighbour

decoding. The parameter of interest is captured by the SNR

exponents defined as follows.

Definition 3: Define the perfect and imperfect CSIR SNR

exponents as

dcsir , lim
snr→∞

−
logPout(R)

log snr
, (16)

dicsir , lim
snr→∞

−
logPgout(R)

log snr
, (17)

where both refer to the slope of the outage (generalised outage)

probability curve on a log-log scale for large SNR.

Proposition 1 suggests that dicsir ≤ dcsir. We present our

main results in the following theorem, summarising the exact

relationship between dicsir and dcsir and how such exponent

can be achieved using random codes of a given length L.

Theorem 1: Consider MIMO block-fading channels with

the channel, the fading and the imperfect CSIR described by

(2), (3) and (4), respectively. The generalised outage SNR

exponent using nearest neighbour decoding (6) with imperfect

CSIR is given by

dicsir = min(1, de)× dcsir (18)

where

dcsir =

{

(

1 + τ
2

)

Bntnr for Gaussian inputs
(

1 + τ
2

)

dB(R) for discrete inputs,
(19)

is the perfect CSIR outage SNR exponent and

dB(R) = nr

(

1 +

⌊

B

(

nt −
R

log2 |X |

)⌋)

(20)

is the Singleton bound.

Furthermore, dicsir is achievable using Gaussian random

codes with block length such that

L ≥

{

nt + nr − 1 for τ = 0
⌈(

1 + τ
2

)

ntnr

⌉

otherwise.
(21)

On the other hand, random coded modulation schemes are only

able to achieve dicsir up to discontinuous points of dB(R) with

block length growing as L(snr) = ω log snr and ω satisfies

ω ≥
1

log |X |
×





min(1, de)×
(

1 + τ
2

)

nr

1 +
⌊

BR
log2 |X |

⌋

− BR
log2 |X |



 . (22)

Proof: (sketch) For the converse proof, we use the gener-

alised outage probability for long i.i.d. codebooks (Proposition

1). Firstly, the generalised outage probability is derived from

the GMI expression in (10) for both Gaussian and discrete

inputs. Secondly, the asymptotic behaviour in the limit of large

SNR is characterised resulting in a generalised outage set.

Thirdly, large deviation analysis is used to derive the SNR

exponents.

Using bounding techniques, we are able to express the

generalised outage set in terms of the entries of αb and θb.

The GMI upper bound is found by scaling the positive terms

in the GMI expression appropriately. The GMI lower bound is

found by finding an appropriate suboptimal s that is close to

optimal for large SNR only. Let O be the large-SNR outage

set expressed in terms of αb,r,t and θb,r,t that may represent



the outer (due to the GMI lower bound) and the inner (due

to GMI upper bound) bounds to the generalised outage set. O
depends on the required data rate R and the input probability

distribution PX(x). Since α and θ are independent, upper

and lower bounds on Pgout(R) are obtained by the following

integral
∫

O
pα(α)pθ(θ)dαdθ. (23)

Then, by inserting (23) to (17) and applying Varadhan’s lemma

[16], it can be shown that for the fading models in (3), the

upper and the lower bounds to dicsir take the following form

inf
O∩{α�0,θ�de}

{

(

1 +
τ

2

)

B
∑

b=1

nr
∑

r=1

nt
∑

t=1

(αb,r,t + θb,r,t − de)

}

(24)

where upper/lower bounds depends on whether O represents

the inner/outer bounds of the generalised outage set. It seems

that from (24), the SNR exponent dicsir does not depend on

the phases of H and E. However, it can be shown that these

phases affect the generalised outage set O. These details are

omitted due to space limitation.

Achievability results are proven using (9). By expansion, it

can be shown that for Gaussian inputs

lim
snr→∞

EQ
r (R, Ĥ) (25)

≥ sup
0≤ρ≤1

ρ

B

B
∑

b=1

log2

(

e−1det

(

Inr + ŝ
snr

nt
ĤbĤ

†
b

))

− ρR

≥ sup
0≤ρ≤1

ρ

B

B
∑

b=1

log2

(

e−1

(

1 + ŝ
snr

nt
‖Ĥb‖

2

))

− ρR (26)

where the optimal s for large SNR (obtained from the first

order derivative) is given by

ŝ
.
=

1

nr + snr

∑B
b=1 ‖Eb‖2

(27)

and
.
= is defined similarly in [17]. Note that the inequality in

(26) is found by expanding the determinant in (25) in terms

of its eigenvalues and removing some positive terms. This

transformation is to facilitate the use of the joint probability

of the entries of Ĥb to evaluate the generalised outage prob-

ability. We first use ‖Ĥb‖
2 in (26) and find the relationship

with ‖Hb‖
2 and ‖Eb‖

2. Then, we perform asymptotic analysis

on (26) and use change of random variables α and θ. We

next evaluate the expectation in (13) by integral over the joint

probability of α and θ. Then, by solving this integral and

applying the Varadhan’s lemma [16], it is possible to show

the second inequality in (21) for any channel parameter τ .

Using similar steps as in Gaussian inputs, we can analyse

the achievability of random codes constructed over discrete

alphabets. The discrete signal random codes are shown to be

able to achieve the dicsir provided that block length growth

as L(snr) = ω log snr where ω → ∞. This is so because

EQ
r (R, Ĥb) in (9) for discrete input is upper-bounded by an
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Fig. 1. dicsir for discrete-input MIMO block-fading channel, τ = 0, B = 4,
nt = 2 and nr = 2.

SNR-independent quantity related to the cardinality of the

signal set, log2 |X |, and the number of transmit antennas, nt;

for Gaussian inputs EQ
r (R, Ĥb) grows as log snr.

Inequality in (26) leads to a looser achievability bound for

Gaussian inputs. A tighter bound is obtained using (25) and

transforming the determinant over ĤbĤ
†
b and ‖Eb‖

2 as a

function of their eigenvalues. We are no longer able to express

the EQ
r (R, Ĥ) lower bound in terms of α and θ. The key

step here is using the joint probability of those eigenvalues by

invoking a conditional p.d.f. of Ĥ given E, i.e. for a given E,

Ĥ has the same distribution of H with the same variance and

the mean shifted by E. Following the techniques in [9], for

τ 6= 0, the shift of mean makes the eigenvalue transformation

intractable because the random matrix E affects ĥ in both

linear and exponential terms in (3). However, for τ = 0, the

transformation is possible since the shift of mean only appears

in the exponential term. This transformation leads to a tighter

block length threshold as shown in the first inequality in (21).

V. NUMERICAL RESULTS AND DISCUSSION

The optimal SNR exponents for any coding scheme are

achieved when de ≥ 1. Using the outage converse bound in

[17] and Proposition 1, we show that the converse on the SNR

exponent is strong since Pgout(R) has the same exponential

decay in SNR as Pout(R).
The results emphasises the role of channel estimation error

SNR exponent de for determining the generalised outage

exponent. Even though the obtained CSIR is noisy, we are

still able to achieve the perfect CSIR SNR exponents provided

that de ≥ 1. In the limit of large SNR, the error level is

most likely to be much less than the reciprocal of the SNR

level. This provides a more precise numerical quantification

of the channel estimator reliability for high SNR than [18]. If

de < 1, the achieved SNR exponent scales linearly with de
and approaching zero for de ↓ 0. Fig. 1 illustrates this effect



in a discrete-input block-fading channel with B = 4, nt = 2,

nr = 2 and τ = 0 (Rayleigh, Rician and Nakagami-q fading).

The achievability results imply that with a reliable channel

estimator, de ≥ 1, we can construct random codes of Gaussian

constellations with finite block length to achieve the full

diversity offered by the channel as long as the block length is

greater than the threshold in (21). The value of this threshold

depends on the number of antennas, nt and nr, and the fading

parameter τ , which characterises the fading type used for

analysis. The finite length condition of (21) for τ = 0 is same

as those in [9], [17], where perfect CSIR was used in both

literature. For τ 6= 0, the condition in (21) is looser than the

result in [9] since we use a looser bound in (26) and the

probability densities of the entries of both fading and channel

estimation error matrices. Tighter bound is possible using (25)

and the probability densities of the eigenvalues of fading and

channel estimation error matrices. However, this tighter bound

is difficult to analyse due to the shift of mean in the linear

term of the p.d.f. which makes the eigenvalue transformation

intractable (see the proof of Theorem 1). Nevertheless, we

conjecture that the condition of the block length in [9] to obtain

the optimal diversity is still applicable in the mismatched CSIR

scenario.

On the other hand, for a strictly finite block length ran-

dom coded modulation schemes are unable to achieve the

full diversity since the random coding exponent EQ
r (R, Ĥb)

for discrete input is upper-bounded by an SNR-independent

quantity related to the cardinality of the signal set, log2 |X |,
and nt. Thus, we require that the block length grows with

the logarithm of SNR at certain growth rate ω shown in (22).

Consider fixed B, de, nr, τ and X . Then, given data rate

R, a finite ω can be computed to yield the optimal diversity.

Now, let K be a positive integer and BR
log2 |X | = K − ǫ, with

0 < ǫ < 1. Varying R results in changing ǫ if the rest of

parameters are fixed. Then, we may write (22) to

ω ≥
1

log |X |
×

(

min(1, de)×
(

1 + τ
2

)

nr

ǫ

)

. (28)

In the limit of ǫ → 0, we require that ω → ∞ to achieve the

optimal diversity. Thus, ω → ∞ is needed to ensure that the

optimal diversity is achievable for all rates up to discontinuous

points of dB(R). If ω is strictly finite, then we may achieve

the optimal diversity for limited range of R.

We have analysed the SNR exponents for imperfect CSIR.

In general, imperfect CSIR may be obtained via separate

channel-data detection or joint channel-data detection. Sep-

arate channel-data detection is simpler and widely used in

practice where we have training symbols (pilot) and an in-

dependent channel estimator. Joint channel-data detection has

larger complexity although it is promising in terms of effi-

ciency. For a specific channel estimator, the price of obtaining

a reliable channel estimation can be explained as follows.

Consider space-time coding with maximum-likelihood (ML)

channel estimation [10]. Then, it can be shown that de is

proportional to the pilot power. Larger pilot power implies
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Fig. 2. Pgout(R) as a function of snr for Gaussian codebooks in Rayleigh
fading, with B = 2, nt = 2, nr = 1 and R = 2 bits/channel use.
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Fig. 3. Pgout(R) as a function of snr for BPSK codebooks in Rayleigh
fading, with B = 2, nt = 2, nr = 1 and R = 1 bits/channel use.

larger de. Hence, for ML channel estimation, the price for

obtaining the optimal SNR exponent is in the pilot power

which does not contain any information data. Nevertheless,

the limiting condition, min(1, de), ensures that the optimal

diversity is achievable by designing pilot power so that de = 1.

Figs. 2 and 3 demonstrate the simulation results of the gen-

eralised outage probability for Gaussian and binary phase-shift

keying (BPSK) inputs, respectively, over a MIMO Rayleigh

block-fading channel with B = 2, nt = 2 and nr = 1. The

data rates are specified as follows: R = 2 bits/channel use

for Gaussian input, and R = 1 bits/channel use for BPSK

input. For both Gaussian and BPSK inputs, the optimisation

over s in (11) is performed numerically using the concavity

property of the GMI in s, which can be proved easily using

Hölder’s inequality [19]. From the curves, the perfect CSIR

slope is shown to be 4 and 3 for Gaussian and BPSK inputs,

respectively. The numerical results are consistent with Theo-

rem 1, i.e. the large-SNR mismatched CSIR slope becomes

steeper with increasing de and is parallel to the perfect CSIR

outage curve for de ≥ 1. For de ≥ 1, the increase in de does



not increase the large-SNR slope as the curves become parallel

for this range. However, the increase in de improves the outage

performance as we may obtain same outage probability with

lower SNR. For random coding of Gaussian and discrete inputs

with large block length, this translates into the improvement

of coding gain as de increases. Therefore, accounting for the

imperfectness of CSIR, we should consider the goodness of

the channel estimation scheme used to estimate the CSIR in

the process of designing good codes.

Note that the results stated in Theorem 1 is valid for the

fading model in (3). We notice that the only parameter that

determines the SNR exponent is τ . Table I provides the values

of τ for several fading distributions that are widely used in

modelling the channel response of wireless communications.

VI. CONCLUSIONS

We have analysed the outage behaviour of nearest neighbour

decoding with imperfect CSIR in MIMO block-fading chan-

nels. Due to the data-processing inequality for error exponents,

the generalised outage probability is larger than the outage

probability of the perfect CSIR case. We have further analysed

the generalised outage probability in the large-SNR regime

and we have derived the SNR exponents for both Gaussian

and discrete inputs. We have shown that for both inputs, the

SNR exponent is given by the perfect CSIR SNR exponent

scaled by the minimum of channel estimation error diversity

and one. Therefore, the robustness of nearest neighbour de-

coder can be maintained by having channel estimators that

ensure the estimation error diversity equal to or larger than

one. Furthermore, we provide a useful characterisation of the

block length requirement for random codes to achieve the

mismatched CSIR SNR exponents.
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