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Abstract— This paper studies the wideband regime of Dbit-
interleaved coded modulation (BICM) in Gaussian channels. Sim-
ple formulas for the minimum energy per bit and the wideband
slope, both for coded modulation and for bit-interleaved coded
modulation, are given. The wideband slope can be decomposed
into the product of two terms, respectively due to the fading
characteristics and the modulation and binary labeling rule.
BICM is found to be suboptimal in the sense that its minimum
energy per bit can be larger than the corresponding value for
coded modulation schemes. The minimum energy per bit using
standard Gray mapping on M-PAM, or M2-QAM is given by a
simple formula, and shown to approach -0.34 dB as M increases.

I. INTRODUCTION AND MOTIVATION

Bit-interleaved coded modulation (BICM) was originally
proposed in [1] and further elaborated in [2] as a practical
way of constructing efficient coded modulation (CM) schemes
over non-binary signal constellations. Reference [2] derived
and computed the channel capacity of BICM under a low-
complexity sub-optimal non-iterative decoder, and compared it
to the CM channel capacity, assuming equiprobable signalling
over the constellation. When plotted as a function of the signal-
to-noise ratio (SNR), BICM capacity was observed to be near
optimal when Gray mapping was used (see Fig. 1(a)). Plots
as a function of the energy per bit for reliable communication
(see Fig. 1(b)) reveal the suboptimality of BICM with the non-
iterative decoder of [2] for low rates, or equivalently, in the
power-limited regime. In this paper, we take a closer look at
this regime and study the minimum energy per bit required
for reliable communication as well as the wideband slope.

II. MODEL AND ASSUMPTIONS

We consider an additive Gaussian noise channel with fading,
such that discrete-time baseband model is given by

7 = HVSNR X + W (1)

where Z, X, W are the random variables denoting the re-
ceived, transmitted and noise signals, and H denotes the
fading random variable. We denote by zy,xy,wy € C the
corresponding realizations at time £ = 1,..., L, where L is the
duration of a codeword measured in channel uses. The fading
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Fig. 1. BICM channel capacity (in bits per channel use) in the AWGN
channel. Gray and set partitioning labeling rules correspond to thin dotted
and dashed-dotted lines respectively. Capacity with Gaussian inputs shown in
thick solid lines, and CM channel capacity with thin solid lines.



realization at time ¢ is denoted by h, € C, and is assumed to
be perfectly known to the receiver.

We assume that the transmitted symbols x, belong to a
zero-mean complex signal constellation X C C, of cardinality
|X| = M = 2™, and average unit energy. We further assume
that the noise W ~ Ng(0,1) is an i.i.d. zero-mean unit-
variance circularly symmetric Gaussian random variable. For
a given fading realization H = hy, the conditional output
probability density p(Z|X, H = hy) is

p(Z|1X,H = hy) = %exp(|Z - hm/SNRXyQ). 2)

Furthermore, we assume fully-interleaved Nakagami-v fad-
ing, namely, where the fading coefficients are i.i.d. random
variables, whose squared modulus Y = |H|? has a Gamma
distribution with parameter v,

Px(xe) = = ~—e 3)

where I'(z) 2 f0+°° t*~le~tdt is the Gamma function [3]
and v > 0 %2 . The Nakagami fading subsumes a broad class
of fading distributions. In particular, we recover the unfaded
AWGN, Rayleigh fading and Rice fading (with factor K)
channels by letting v — oo, v = land v = (K+1)?/(2K+1),
respectively [4]. Since E[|H|?] = 1 and signal and noise have
average unit energy, SNR is the average SNR at the receiver.

III. WIDEBAND REGIME

In the wideband regime, as defined by Verdd in [5], the
energy of a single bit is spread over many channel degrees of
freedom, resulting in a low signal-to-noise ratio SNR. It is then
convenient to study the asymptotic behavior of the spectral
efficiency function as SNR — 0. In general, for an arbitrary
input distribution, the mutual information (in bits), which we
denote by C, admits an expansion in terms of SNR?,

C(SNR) =

1 .
(c1SNR + c2SNR? + O(SNR?)) . (4)
log 2
where c; and ¢, depend on the modulation format, the receiver
design, and the fading distribution. At a fixed capacity C, we
define the bit-energy-to-noise ratio ﬁ—‘; such that

Ey,
SNR =C —. 5
N 5)

Verdu [5] studied the transformation of expansion (4) into a
function of %, chiefly in a logarithmic scale, expressing %‘;
in decibels. We use linear scale rather than logarithmic, since
it yields simpler formulas in the case of BICM. To any extent,
both expressions are equivalent, as conclusions one can draw
from either are identical. In linear scale, one obtains

2Typically v > 0.5, although it is not necessary, in the sense that the
fading distribution is well defined and reliable communication is possible for
any 0 <v <0.5.

3The factor log2 dividing corresponds to the nats-bits conversion. We
explicitly factor it out, as it will allow for more compact results. The constants
c1 and c2 correspond to the first and second order terms of the capacity
expansion in nats.

Proposition 1 Consider the second order expansion of C
given in (4). Then C admits the the following first-order
expansion in terms of %

B\ . (B, B, By\?
o(R)-o(®-R.)ro((R)) o

E, A E E
where AN—E = N—E — N—Elim and
e Ey 5 log2 o
0 colog®2’ Notim c

In the following, we determine the coefficients ¢; and cs in
the expansion (4), and the values of (y and %lim’ for coded
modulation and bit-interleaved coded modulation.

For the sake of completeness, we prove the asymptotic
expansion of the capacity as a function of %

Proof: We start with (4) and use Lagrange’s inversion
formula. The inversion formula transforms a function

C = f1(SNR) ®)
into its inverse

SNR = f,(C). ©)

We do an expansion around SNR = 0, which is also C = 0.
Applied to our case, the inversion formula becomes
SNR

SNR = —— C
fl(SNR) SNR—0

1o SNR \?
2 dSNR \ f1(SNR)

Using the expansion in (4), after some simplifications we get

C?+0(C%. (0)

SNR—0

log 2 log” 2
SNR=—2¢ - 298 Zc2oc®). a1
C1 (&1
Letting SNR = C % and rearranging we obtain
E,  log2 cylog??2 9
— = - —C+0(C 12
= 5 C+oE), (12)

which leads to

Co _10g23202 (Eb B log2) 40 ((Eb B 10g2>2> |
cy NO C1 NO C1

and hence the desired result. [ ]

The parameter (y is precisely Verdd’s wideband slope in
linear scale [5]. We avoid using the word minimum for %Hm,
since there exist communication schemes with a negative slope
(o, for which the absolute minimum value of % is achieved
at non-zero rates. Even in these cases, the expansion at low
efficiency (low power) is still given by Eq. (6).

For general fading distributions, we have the following
result (Theorem 12 of [5]),

Theorem 1 Let "N and AWV denote the first two coeffi-
cients of the expansion around SNR = 0 of the CM capacity
in AWGN. Assume the fading distribution satisfies E[|H|?] =



E[x] = 1 and its higher order moments are finite. Then, the
coefficients c1 and cs for a general fading distribution are

¢ = C.?WGN (13)
cy = E[XQ]C.SWGN. (14)

Note that ¢; is independent of the fading distribution. For
Nakagami-v fading, E[x?] = 1+1/v [3]. For unfaded AWGN,
when v — oo, we have E[x?] = 1, for Rayleigh fading (v = 1)
we get E[x?] = 2, and the slope (p halves, and as v — 0, the
wideband slope (p — 0.

This result is true whenever the expansion in Eq. (4)
holds, which is the case for coded modulation. We will prove
that such an expansion exists also for BICM, and therefore
Theorem 1 is also true for BICM. This allows us to focus on
the AWGN channel only in the forthcoming sections, while
keeping all results valid for general fading distributions.

IV. CODED MODULATION

Assuming uniformly distributed inputs to the channel de-
scribed by (1) letting hy = 1 for £ = 1,..., L, the coded
modulation AWGN capacity is given by

Dwex P@)p(Z1X =a')
p(Z|X =) ’

where p(Z|X = x) is given by Eq. (2).
The coded modulation wideband regime is characterized by

CCM = —EX,Z 10g2 (15)

Theorem 2 The coefficients ¢y and co in the Taylor expansion
around SNR = 0 of coded modulation schemes over a signal
set X with zero-mean and average energy E[|X|?] = 1 are

1

a=1  eo=-3 (1 n yE[X2]|2) . (16)

We postpone a sketch of the proof to the section on BICM,
as both cases are very similar.

The formula for ¢; is known, and can be found as Theorem 4
of [5]. For typical proper-complex constellations, which verify
E[X? = (E[X])?> = 0, ¢c; = —3, as found by Prelov and
Verdu [6], but Eq. (16) holds more general signal constella-
tions. If we particularize the results of Proposition 2 to signal
constellations of practical interest we obtain the following
corollaries, whose respective proofs are straightforward.

Corollary 1 For uniform M-PSK, co =
Cco = —% if M > 2.

—1if M =2 and

This result extends Theorem 11.1 of [5], where the result
held for QPSK, a simple example of proper-complex constel-
lation. Theorem 11.2 of [5] is generalized in

Corollary 2 When X represents a mixture of N M, —PSK
constellations forn =1,... N, ¢y = —% if and only if M, >
2 for all rings/sub-constellations n =1,..., N.

This applies to APSK modulations, for instance. In [5] the
result was stated for mixtures of QPSK constellations only.

V. BIT-INTERLEAVED CODED MODULATION

In BICM, the information message is encoded with a binary
code C; the choice of the code is independent of &'. The
mapping between the binary codeword and the symbol set
is performed by a binary labeling function p : {0,1}™ — X.

The standard BICM decoder [2] performs bitwise demodu-
lation and ML decoding of C. For this reason, we nickname
this decoder BICM-ML decoder. Note that this sub-optimal
decoder assumes that no iterations are performed at the demap-
per side. More specifically, BICM-ML decoding computes the
following bitwise metrics (in log-likelihood ratio form) for the
£-th modulation symbol ¢ =1, ..., L, i-th label position

> X>67|th“/SNR:r‘2
TEX]

0
- 1
Z ) 67|Z7h2\/SNRm‘2 ( 7)
reX]

Ay =log

where the X are the sets of symbols of X’ with bit b in the
i-th bit of the binary label.

We consider the binary-input continuous output channel
that arises between any given codeword ¢ € C and its
corresponding LLRs A, ; [2]. For sufficiently long interleavers,
the BICM-ML equivalent channel can be considered as a set of
m parallel channels, whose index can be characterized by the
random variable I, taking values on {1, ..., m} [2]. The input
to the channel is denoted by the random variable B that takes
values on {0, 1}. When the inputs to the binary-input channel
induced by BICM with BICM-ML decoding are uniform, one
can compute a BICM capacity Cgicm [2], given by

1Y e p(Z1X = o)
ey PZIX = a7

where p(Z|X = a’) is given by Eq. (2). Note that now, dif-
ferently from CM, the random elements in the channel output
include the transmitted modulation symbol z, in addition to
the noise and fading realizations.

Cgicm = —mEpg 7,1 |logy , (18)

Theorem 3 Consider a bit-interleaved coded modulation
scheme over X. It admits an expansion in Taylor series around
SNR = 0, whose two first terms c1 and co are respectively

c1 sz“Y;ﬂ (19)

where ' 9
X, =E[X|I =i,B=b] = - Y ow
TEX,

(20)

is the “average” symbol with bit b in label position i, and

co = mcsM

b X5+ (RelxX*)? — 2(Re(x X5))"] . @1

ch is the coefficient for coded modulation in Eq. (16), and
the expectations are over the joint distribution of I, B, X, X'.

Proof: We do not give all the details of the proof, as
it constitutes an involved and tedious exercise in analysis,
essentially the computation of a Taylor series. We list however
the main steps, so that it can be easily reproduced.



The BICM capacity includes the expectation

Ea:’e)( ﬁp(Z‘X = ‘T/)
S ZPEX =) |’

where we multiplied numerator and denominator inside the
logarithm in Eq. (18) by a factor M. The probability density
p(Z|X = ') is given by Eq. (2). A similar form appears in the
CM case, with a single term p(Z|X = ') in the denominator.
Normalizing numerator and denominator in Eq. (22) by a
constant factor e~*°, each density is replaced by
p(Z1X =)

e*|w‘2

Ep z1=i |log, (22)

_ e—'y?|x—x'\2—2 Re(y(z—z")w™)
- b

(23)

namely an exponential function e?, with ¢ small. For the sake
of compactness, we have defined v = v/SNR.

We use the Taylor series of the exponential around v = 0.
To catch all necessary terms, we compute an expansion up
to the fourth order, ie., e/ = 1+t + 3% + %t‘?’ + 5t +
O(t5). Defining a function 7(t), given by r(t) 2 Re(tw*),
and grouping common terms, Eq. (23) becomes

1
194X — X')? — 29r(X = X') + 574|X — X'
+4%2r%(X — X') + 432X — X'Pr(X - X')

- 742|X - X'Pri(X - X') -9’ -r’(X - X)
+v 3" (X — X')+0(y%). 24)
With the substitutions,
Al =-2r(X - X')
h=—IX-X]P+2*(X - X')
A= 2X — X'Pr(X — X') - = S (X = X)
Ay = %\X —X'*-2[X - X' |2r2(X -X')+ gr“(X - X',

the summations over 2’ in numerator and denominator inside
the logarithm of Eq. (22) respectively become

L AP 42 AP™ AR AP+ O(77),
1+ ,yAc{en + ,72Agen 4 ,yBAgen +,Y4Aden + 0(75)7

where we have defined A““m g ex Al for 1 =
1,2,3,4, and similarly Af" = 23 rexi=i Al

Taking logarlthms of Egs. (25) and (26) ylelds expressions
of the form log(1 + t), with ¢ small. We use again a Taylor
expansion, log(1 +t) =t — 3t + $t? — $t* + O(t°). In order
to save space, we remove the superscripts “num” and “den”
in the following. We thus have

(25)
(26)

log(1+ A1 +724z + 7 A3 + 7144 + 0(7))
1 1
=741 +7 <A2 - 214%) +7° (As — A4 + 314?)

1 1
+ 7t <A4 - 5143 — A1 Az + ATA; — 4A§l> +0(7°).

The remaining steps are the expectation over the noise
realization (which we denote by Eyy/), the bit and label position
(for BICM only), and the input symbol (which we denote by
Ex). If present, fading may also be included here. If the higher
order moments are finite, they are included in the term O(v%),
and only the terms E[x] = 1 and E[x?] remain.

As for the noise, one can compute
Ew[A41] = Ew|[As] = Ew[A43] = Ew[A4] =0

Ew [—;Aﬂ =—|X-X

BA%} — Ew [—AIA?,} —0

The average symbol YZ is zero in the coefficients of the

w[—A14s] = Ew

== . .
numerator and X, = 2> . pe 2’ in the denominator.

Carrying out the averaging over X’ and X", as well as the
expectation over the input X, we have

E |:;Ag:| = — EX,X’,X” |:|AX—|4 + 3(RG(XX//*))2

— 4 X P Re(X*X,) + 2| X ?[X, 2

- 2(Re(X’*Yf,))2} 27)
E [A§A2] — 4Ex x/ [|X|4L + (Re(X X"))?

+2(Re(X,X*))? — 4] X 2| Re(X*X)

+ 20X | X 2 - 2%, 1] (28)

1 i ot
E{—4A‘1‘] = -3Ex.x/ [|X|4 —3|X,|* + 4(Re(X X,,))2

+ 21X 7|, 2 — 4|X [ Re(X* X)) (29)
We evaluate these expressions in detail only for the numer-

ator, which corresponds to CM. Then Y;, = 0 and we obtain

—E[IX[2)9? + 7" Ex x| (Re(XX"™))*] 4+ 0(27).

= %(|EX[X2]|2 +1).

yields the formula for the coefficients c¢; and cy in the CM
capacity, Theorem 2.

For BICM both numerator and denominator in Eq. (22) con-
tribute to the final expression. In addition, track must be kept
of all coefficients YZ. Collecting all terms and simplifying,
the coefficient c; in the BICM capacity is

ZE X [?] =3 X,
=1

Grouping the various contributions and cancelling common
terms, the coefficient ¢y is as in Theorem 3. |

The formula for ¢; can be evaluated for M-PAM or M2-
QAM modulations using Gray mapping.

Using the expression

EX7X/(R6(X/X*)) (30)

E[X - X, ] 31)



Theorem 4 For M-PAM and M?-QAM, with M is a power
of 2 and natural Gray mapping, the minimum £> s

No lim
E 4 —

by, (M+1)(M-1) log 2.
Notim

B 3M?2

Proof: Gray labelling for m = logy, M bits is generated

recursively by prefixing a binary O to the Gray code for m —1

bits, then prefixing a binary 1 to the reflected (i. e. listed in

reverse order) Gray code for m — 1 bits. For M-PAM, this

Gray mapping construction makes Y; =0, for b =0,1 and
i > 1. Therefore,

(32)

02 1,2 02 1,2
=S EPEP =P =T 6
the last equations follow from the symmetry between O and 1.

Symbols lie on a line with values £0 (1 3,5,...,M—1),
with 3 an energy normahzatlon factor 3% = 3/ (( -1)(M+

1)). The average symbol is X 1 = BM/2, and therefore

3M?

AM-1)(M+1)

Extension to M-QAM is clear, by taking the Cartesian
product along real and imaginary parts. Now, two indices ¢
contribute, each with a similar form to PAM, but as the energy
along each axis of half that of PAM, the normalization factor
ﬂ% M also halves, and overall ¢; does not change. [ |

It is somewhat surprising that the loss with respect to coded
modulation at low SNR is bounded,

—|IX)° = (34)

Corollary 3 As M — oo, and under the conditions of
Theorem 4, the minimum bit-energy to ratio ratio approaches
Ey,
— —
No lim
The loss represents about 1.25 dB with respect to the classical
CM limit, namely = —1.59dB.

Table I reports the ‘humerical values for the coefficients
c1 and co, as well as the minimum bit signal-to-noise ratio
Eb and wideband slope for various cases, namely QPSK, 8-
PSK and 16-QAM modulations and Gray and Set Partitioning

mappings. For BPSK, QPSK (2-PAM x2-PAM), and 16-QAM
(4-PAM x4-PAM), the values coincide with Eq. (32).

log 2 ~ —0.3424 dB. (35)

Q| W~

TABLE I

%1‘ AND WIDEBAND SLOPE COEFFICIENTS c1, c2 FOR BICM IN
1im
AWGN.
Modulation and Mapping
QPSK 8-PSK 16-QAM
GR Sp GR Sp GR Sp
c1 1.000 0.500  0.854 0.427 0.800 0.500
% .~ (dB) -1.592 1419  -0.904 2.106  -0.627 1.419
0 lim

c2 -0.500 0.250  -0.239 0.005 -0.160  -0.310
¢o 4.163  -1.041 5410  -29.966 6.660 0.839

The numerical results are compared in Figure 2 with the
capacity curves, where perfect match is observed. We use

labels to identify the specific cases: labels 1 and 2 are QPSK,
3 and 4 are 8-PSK and 5 and 6 are 16-QAM. Also depicted is
the linear approximation to the capacity around %1 . given
by Eq. (6). Two cases with Nakagami fading are also included
in Figure 2, which also show good match with the estimate.
An exception is 8-PSK with set-partitioning, for which the
approximation is valid for a very small range of rates, before
changing the slope to a positive value.
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Fig. 2. BICM channel capacity (in bits per channel use). Labels 1 and 2 are
QPSK, 3 and 4 are 8-PSK and 5 and 6 are 16-QAM. Gray and set partitioning
labeling rules correspond to dashed (and odd labels) and dashed-dotted lines
(and even labels) respectively. Dotted lines are cases 1 and 6 with Nakagami-
0.3 and Nakagami-1 (Rayleigh) fading (an ‘f’Eis appended to the label index).

Solid lines are linear approximation around >
0lim’

VI. CONCLUSIONS

We have reviewed the analysis of the wideband power-
limited regime for CM [5]. We have presented the analysis
in such a way that the analysis for BICM appears as a
natural extension of the former. Formulas for the wideband
slope, for both coded modulation and bit-interleaved coded
modulation have been provided. We have also determined the
minimum energy per bit required for reliable communication.
This energy is larger than or equal to that of coded mod-
ulation schemes; for Gray labelling, the loss is bounded by
10log;y4/3 ~ 1.25dB. This fact may be useful for the design
of systems operating at low signal-to-noise ratios.
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