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Abstract— Random network codes are considered for multicast
scenarios where not all of the sources are required by the
sinks. These unwanted sources could model interfering or even
adversarial sources. The objective of the paper is to determine the
effect of the interfering sources on the probability of successful
decoding. A lower bound on the success probability is determined.
The bound is the product of the probability that the random
network code is feasible without interference, multiplied by a
robustness factor. The robustness factor uniquely depends on the
in-degree of the sink and the size of the finite field. Analysis of
the robustness factor shows that the effect of interference can be
completely mitigated through a small increase in the field size.

I. INTRODUCTION

It has been recently established that network layer coding
can replace routing in a network. Network codes can increase
the information transmission rate, particularly for multicast
[1]. It is also known that linear network codes [2] can achieve
max-flow upper bounds on the throughput in a single source
multicast network. Not only does network coding offer higher
throughput, it does so with fundamentally less complexity.
Determination of optimal network codes can be performed in
polynomial time, whereas determination of optimal multicast
routes is NP complete. See [3] for an introduction to network
coding.

Of particular interest in this paper are random network codes
[4]–[6]. Random networks codes are linear network codes in
which the encoding coefficients are chosen randomly from a
finite field. The sink nodes can decode correctly if and only
if the overall transfer matrix from the sources to each sink is
invertible. It has been shown that the probability of successful
decoding can be made as close to one as desired, by increasing
the field size.

This paper considers the effect of interference in networks
employing random network codes. There are several moti-
vations for this investigation. Firstly, the existing network
coding results only refer to robustness with regard to random
link failures, but have not yet considered the effect of noise.
Second, application of network coding to wireless scenarios
necessarily results in interference. Moreover, it seems reason-
able and useful to determine the degree to which the entire
system is sensitive to the existence of undesired additional
sources. Finally, it is important that network codes are robust
to attack by malicious sources. For example, it is no good if
the introduction of a single spurious source causes the entire
network code to fail.
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The main objective of this paper is to give a lower bound on
the success probability of a random network code with inter-
ference. We first present a decoding strategy for network codes
with extra noise sources, and from it derive the corresponding
success probability in a randomized setting. We use the main
result in [5] and introduce a new multiplicative factor which
bounds the ability of the random network code in a particular
network to accommodate extra noise sources.

We demonstrate that the new bound depends only on the
total number of incoming sink edges in the network and
the size of the finite field. Analysis reveals that super-linear
dependence between the size of the field and the number of
sink incoming edges leads to a factor which is approximately
1, thus recovering the interference-free success probability.

The paper is organized as it follows: Section II presents
our model and introduces some algebraic notation. Section
III enunciates some preliminary results which justify our
decoding strategy. Section IV gives proofs of the main results
and the last section concludes the paper with a summary of
the results.

II. MODEL

We adopt the the model proposed in [4], [5]. The network is
represented as a directed acyclic graph G = (V,E) in which
discrete random processes over a finite field Fq of size q are
transmitted from K ≥ 1 source nodes to d ≥ 1 receivers
through ν = |E| edges. Each sink has L incoming edges.
Decoding is performed based on the field elements received
on these incoming edges.

Each edge l ∈ E can be defined as an incoming link of
a node v if v = head(l) or as an outgoing link of v if v =
head(l). We denote the total number of incoming edges of
a node v as |←−v | and the total number of outgoing edges as
|−→v |. The time unit is chosen such that the capacity of each
link is one bit per unit time and edges with larger capacity are
modeled as parallel edges.

We assume that we are using linear coding which have been
shown to be sufficient for the multicast problem [7] on acyclic
delay networks.

As defined in [3], a scalar linear code for a network G
with unit capacity edges is an assignment of linear encoding
functions fv to each node v ∈ V . Every linear encoding

function maps from the vector space F|
←−v |
q to F|

−→v |
q .

The message m(e) ∈ Fq on each outgoing edge is a linear
combination of the messages {m(e′), e′ ∈ ←−v } on the incident
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edges.
m(e) =

∑
e′∈←−v

f(e, e′)m(e′)

where each f(e, e′) ∈ Fq.
The messages in the network are represented as column

vectors and the linear encoding function for each node v as
|←−v | × |−→v | matrices. It is also necessary to assume that the
edges in the directed graph are ancestrally ordered.

We describe the overall encoding function as a |E| × |E|
matrix F where Fij is the coefficient applied to the symbol
incoming on edge j ∈ E for contribution to outgoing edge
i ∈ E.

Similarly, define the source matrix A as the |E|×K matrix
which maps messages onto outgoing source edges and the sink
matrix Bl as the |←−tl |× |E| matrix which maps incoming sink
edges onto the sinks tl ∈ V, l = 1, 2, . . . , d.

Define

B =

 B1

...
Bd

 , L =
d∑
l=1

∣∣∣←−tl ∣∣∣
Then the matrices A,F,B represent a linear network code and
the messages incoming to each sink is given by

y = Mx

where M = B(I − F )−1A and x ∈ Fk is the information
source vector [7].

Every sink can decode all sources if and only if each sub-
matrix M l = Bl(I−F )−1A has rank K . In case K = L the
condition turns out to be:

det(Bl(I − F )−1A) 6= 0.

We now formalize the concept of interference in a network
code. A set of information sources in a noisy random network
code is a vector x ∈ FKq where K is the number of desired
users in the network. A set of noise sources in a noisy random
network code is a vector z ∈ FSq where S is the number of
interferers (i.e. unwanted, nuisance, or unintended message
sources) in the network. The complete message in a noisy
random network code is a vector m = (xT zT )T ∈ FK+S

q

which is the concatenation of information and noise sources.
A linear network code with interference is represented by a

L× (K + S) transfer matrix M̃ = [X|Z]. The corresponding
sink observations are

y = M̃ lm = X lx+ Zlz, ∀l : 1 ≤ l ≤ d

where X l is a |←−tl | ×K sub-matrix consisting of the column
vectors which multiply the information sources and Zl is the
|←−tl | × S sub-matrix which multiply the noise sources. The
decoding problem is to determine x from y.

If the number of interferers is zero, X l = M l and the
decoding problem consists of solving the linear system y =
X lx in each sink. In order to avoid the system y = X lx being
under-determined we assume |←−tl | ≥ K + S which implies

FKq ⊕ FSq ⊆ F|
←−
tl |
q

III. A DECODING STRATEGY

We start with a basic result which will lead us to a sufficient
condition for a successful decoding. Let M̃ = [X|Z] be a
L× (K+S) transfer matrix of a linear random network code
with interferences. If every sink can decode all sources X has
rank K

Proposition 1: Let y = X lx + Zlz be the output message
in each sink where x ∈ FKq and z ∈ FSq are the information
sources and the noise sources respectively. We can decode
the message successfully in each sink if we have a K̃ × L
matrix Q =

[
Q1 . . . Qd

]
where K̃ = dim(〈spanZ〉⊥) and

∀l : 1 ≤ l ≤ d:

QlZl = 0 (1)

rank(QlX l) = K (2)
Proof: Given the hypothesis, Qly = QlX lx in each sink.

Since rank(QlX l) = K ∀l : 1 ≤ l ≤ d we can solve the linear
system and obtain the information source vector in each sink.

Proposition 2: Let M̃ = [X|Z] be the L×(K+S) transfer
matrix of a linear network code with interference over Fq,
where q > 2. Let X l have maximum rank K and |←−tl | ≥
K + S ∀l : 1 ≤ l ≤ d. A matrix Q satisfying (1) and (2) of
Proposition 1 exists if and only if 〈spanX l〉 ∩ 〈spanZl〉 = 0
∀l : 1 ≤ l ≤ d.

Proof: Let 〈spanX l〉 ∩ 〈spanZl〉 6= 0 for a l : 1 ≤
l ≤ d. Then there exists v ∈ F |

←−
tl | such that v ∈ 〈spanX l〉 ∩

〈spanZl〉. If v ∈ 〈spanZl〉 then 〈spanZl〉⊥ ⊆ 〈v〉⊥ and
consequently 〈spanQl〉 ⊆ 〈v〉⊥.

In each sink the product QlX l can be considered as a
projection of the Ql row vector basis into the X l column
vector basis. Now since v ∈ 〈spanX l〉 and Qlv = 0, for
all u ∈ 〈spanQl〉, there is a null column vector or at least
two dependent columns vectors in the matrix QlX . Hence,
rank(QlX l) 6= K contradicting our hypothesis.

Conversely, if 〈spanX l〉 ∩ 〈spanZl〉 = 0 ∀l : 1 ≤ l ≤ d
we can define each Ql row vectors as a basis of 〈spanZl〉⊥
with none of its vectors being equal to any vector in spanX l.

Since q > 2 we have at least one different choice for every
vector we introduce in each Ql and we are able to avoid 0

products as a consequence of self-orthogonal vectors in F|
←−
tl |
q .

Then 〈spanX l〉 ⊂ 〈spanQl〉 and rank(QlX l) = K
∀l : 1 ≤ l ≤ d .

IV. ROBUSTNESS OF RANDOM NETWORK CODES

From now on assume that every coefficient of the linear
network code is random, chosen independently with a discrete-
uniform probability function on Fq. Our main result is stated
as follows.

Theorem 1: Let M = [X|Z] be the transfer matrix of a
random network code over a field Fq in a network with L
incoming sink edges, d receivers, ν edges with randomly
chosen coefficients, K information sources and S interferers.

The probability that all the receivers can decode the source
processes using the decoding strategy of Proposition 1 is at
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least
(1− 2/q)L(1− d/q)v

for q > d.
In order to be able to prove Theorem 1 we first establish the
following lemmas.

Lemma 1: The number of m-dimensional subspaces of FLq
is given by the Gaussian coefficient[

L

m

]
q

=
∏m−1
i=0

(
qL − qi

)∏m−1
j=0 (qm − qj)

Proof: The numerator is the number of bases of all m-
dimensional subspaces, while the denominator is the number
of bases of any given subspace.

Lemma 2: The probability over a discrete-uniform mass
function that a K-dimensional subspace and a S-dimensional
subspace have null intersection is

R(q, L,K, S) =∏K−1
i=0

(
qL − (qS − 1)− qi

) ∏S−1
j=0

(
qL − (qK − 1)− qj

)∏K−1
k=0 (qL − qk)

∏S−1
l=0 (qL − ql)

Proof: Let K resp. S be the set of all K-dimensional
resp. S-dimensional subspaces in FLq and consider the space
of probability given by (ω,P(ω),Pr) where

ω = {(k, s) | k ∈ K, s ∈ S}

and Pr is the uniform assignment of probability over a discrete
set. In the space (ω,P(ω),Pr) we are interested in computing
the probability of the event

W = {(k, s)|k ∈ K, s ∈ S, k ∩ s = 0}

Hence

Pr(W ) =
|W |
|K||S|

=
∑
k∈K

∑
s∈S

Pr(W ∩ {(k, s)})

=
∑
k∈K

∑
s∈S

Pr(W ∩ k) Pr(W ∩ s)})

=
∑
k∈K

∑
s∈S

Pr(W |k) Pr(k) Pr(W |s) Pr(s)

We calculate Pr(W |k) counting the number of S-
dimensional subspaces which do not have common vectors
with any of the qK − 1 non-null vectors of k. Since the
probability function is uniform the number of these subspaces
is divided by the total number of S-dimensional subspaces.

Pr(W |k) =

∏S−1
j=0

(
qL − (qK − 1)− qj

)[
L
S

]
q

Similarly, we calculate

Pr(W |s) =

∏K−1
j=0

(
qL − (qS − 1)− qj

)[
L
K

]
q

The result follows from Pr(k) = 1/|K| and Pr(s) = 1/|S|.

We shall refer to the function R(q, L,K, S) where q > 2,
L = K + S > 2, K,S ≥ 0 as the robustness factor of a
random network code over the finite field Fq.

From the form of the function R we can derive some
interesting and useful properties:

1) Symmetry R(q, L,K, S) = R(q, L, S,K)
2) Robustness If K 6= 0, R(q, L,K, 0) = 1
3) Complexity Tradeoff For fixed L, K, S

lim
q→∞

R(q, L,K, S) = 1

4) Worst Case Bounds R(q, L, S,K) ≥ R(q, L, L− 1, 1),
for all L ≥ 2, L = K + S and q > 2

The last property indicates that the decoding scheme presented
in Proposition 1 shows a trade-off between the utilization
of resources K/L and the robustness of the network code.
Surprisingly, if we increase the ratio K/L for a fixed number
of noise sources the robustness factor also decreases. However,
as it seems reasonable, for a given utilization the robustness
factor goes down with the increase of the number of interferers
as shown in Figure 1 However, since the lower bound depends
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1: Robustness factor for an utilization of 50 and 90% with L = 20 and
q = 3.

uniquely on q and L, for a sufficiently large finite fields the
variables K and S and consequently the utilization is not a
crucial factor in our decoding success.

Proof: [Theorem 1] Let M̃ = [X|Z] be a L × (K + S)
transfer matrix of a random network code with interference.
Success of the decoding scheme in Proposition 1 needs two
requirements to be met: the feasibility and the robustness of
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the random network code. Since these two conditions are not
independent we compute the overall success probability as
follows.

Let the event Q = {〈spanX l〉 ∩ 〈spanZl〉 = 0, ∀l : 1 ≤
l ≤ d} in a space of probability (ω,P(ω),Pr):

Pr{success} = Pr({Feasibility} ∩ {Robustness})

= Pr(
d∏
l=1

det(M l) 6= 0 ∩Q)

= Pr(Q|
d∏
l=1

det(M l) 6= 0) Pr(
d∏
l=1

det(M l) 6= 0)

= Pr(Q|
d∏
l=1

det(M l) 6= 0) (1− d/q)ν .

Given
∏d
l=1 det(M l) 6= 0, 〈spanX l〉 has dimension K ∀l :

1 ≤ l ≤ d. Let 〈spanZl〉 have dimension S̃ where S̃ ≤ S. We
can apply Lemma 2 to the subspaces 〈spanX l〉 and 〈spanZl〉
in each of d sinks:

Pr({〈spanX l〉 ∩ 〈spanZl〉 = 0 | rank(X l) = K,∀l : 1 ≤ l ≤ d})

=
d∏
l=1

R(q, |←−tl |,K, S)

≥
d∏
l=1

R(q, |←−tl |, |
←−
tl | − 1, 1)

≥

(
q|
←−
tl | − q|

←−
tl |−1 − q + 1

q|
←−
tl |−1

)L

≥

(
q|
←−
tl | − q|

←−
tl |−1 − q

q|
←−
tl |

)L
≥ (1− 1/q − 1/q|

←−
tl |−1)L

≥ (1− 2/q)L.

In essence, we use the bound found in [6] and we multiply it
by a probability factor which shows the effect of interference.
The function R(q, L) = (1 − 2/q)L is called the robustness
bound.

It is important to point out that the robustness bound does
not depend on the information sources or on the noise sources
but on the total number of sinks. This derives from the fact that
the bound represents the worst case in our decoding strategy
in which in every sink the number of information sources is
equal to |←−tl | − 1 and there is one extra undesirable source.
In Figure 2 we show how the bound performs for different
values of q = 2u and L.
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2: Robustness bound for 22 ≤ q ≤ 220 and L = 5, 10, 15, 20.

2.5 5 7.5 10 12.5 15 17.5 20
0

0.2

0.4

0.6

0.8

1

L

R(q, L)

q = 22

24

26
28

210

3: Robustness bound for 2 ≤ L ≤ 20

As Figure 1 and Figure 2 show, R(q, L) tends to zero as L
gets larger and tends to 1 with the increase of q. It is reasonable
to calculate in which degree we need to increase q (in relation
with L) in order to have a robust factor that is not vulnerable to
the increase of the number of incoming sink edges. Therefore,
we have the following result:

Theorem 2: If q ≥ Lr, r > 0 then

lim
L→∞

Rb(q, L) = 1 ⇐⇒ r > 1

Proof: As q depends on L we use the function q(L) =
Lr. We calculate the following limit

lim
L→∞

R(q(L), L) ≥ lim
L→∞

(
1− 2

q(L)

)2L

= lim
L→∞

e−L/L
r

=


1 r > 1
1/e r = 1
0 r < 1

Corollary 1: Given a random network code with d receivers
and ν edges, let L be the total number of incoming sink edges
for all receivers and q(L) ≥ Lr the size of a finite field. Then

lim
L→∞

Pr
success

= (1− d/q)v ⇐⇒ r > 1
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Our main results show that choosing the size of the field
properly makes the decoding error probability tend to 1−(1−
d/q)v and the effect of the interference can be made negligible.

Figure 3 shows this tendency for the choice q(L) > L1.5
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4: Robustness factor with q(L) > L1.5

V. CONCLUSIONS

The main problem that we have studied in this paper is to
compute how a random network code is robust to interference.

We have presented an algebraic model that includes interfer-
ence as extra noise sources and we have designed a strategy
to successfully decode the information sources in the network.

Our decoding strategy has been translated to an algebraic
condition that has leaded us to compute a multiplicative factor
which indicates the robustness of the random network code.

We have given a more precise lower bound in the success
probability of decoding with noise sources. Our research has
demonstrated that the multiplicative factor due to interference
is negligible for a finite fields of size equal or larger to any
non unit power of the number of sink incoming edges.
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